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Abstract 

Over the last twenty years the statistical properties of inflation persistence has been the subject of 

intense investigation and debate without reaching a unanimous conclusion yet. In this paper we 

attempt to shed further light to this debate using a battery of econometric techniques in order to 

provide robust evidence on the degree of inflation persistence and whether this has changed 

during the period in which several countries have followed inflation-targeting regimes or new 

monetary regimes. We consider the inflation rates of thirty developed and emerging economies 

using quarterly data for the period 1958-2007 which includes alternative monetary policy 

regimes. The coefficient of the inflation parameter was estimated by OLS, ARMA and ARFIMA 

models. Furthermore, the grid-bootstrap median unbiased estimator approach developed by 

Hansen (1999) was used to estimate the finite sample OLS estimates coupled with the 95% 

percent symmetric confidence interval. We also examine parameter stability of persistence 

coefficients by estimating a model with time-varying parameters and we provide evidence that 

the AR coefficient has remained in most cases and for several periods high although there is a 

tendency for lower inflation persistence in the last decade. This finding is more evident for the 

case of the EMU countries since the adoption of the euro. These results are further 

complemented by  using rolling and recursive regressions and we argue that for a number of 

countries there is a tendency for a decrease in persistence in the late 1990s and during the 2000s 

and this downturn may be the result of a shift in monetary policy.             
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1. Introduction 

Persistence defines the extent to which the effect of a shock persists both in terms of size 

and length of time. The statistical properties of inflation and its degree of persistence and 

stability over time is a subject of great interest and debate.  In this paper we analyze inflation 

rates for 30 different countries employing a number of different econometric techniques. The 

study of the statistical properties of inflation has gained great attention because the variable plays 

a central role in monetary policy.  Furthermore, with the great moderation beginning in about 

1994 an examination of the changing behavior of inflation pre- and post-great moderation is of 

interest.  A further reason to examine the time series dynamics of inflation is that many countries 

have shifted toward an inflation targeting regime.  There is a growing body of research 

suggesting that the monetary regime in place has an impact on the persistence properties of 

inflation, or in other words, inflation persistence is not an inherent characteristic of industrial 

countries.  Brainard and Perry (2000), Taylor (2000), and Kim et al. (2004) report evidence that 

US inflation persistence during the Volcker-Greespan era was substantially lower than during the 

previous two decades. Ravenna (2000) shows a large post-1990 decline in Canadian inflation 

persistence; Batini (2006) finds that the UK and US inflation had no persistence during the 

metallic-standard era (prior to 1914), highest persistence during the 1970s and markedly lower 

persistence during the last decade.   

 Nelson (2001) points out how monetary policy in the UK underwent several regime 

changes over the last 50 years; From a fixed exchange rate regime with foreign exchange controls 

until 1972; to free-floating with no domestic nominal anchor until 1978, followed by a system of 

monetary targeting until the mid-1980s; then back to exchange rate management, the period of 

„shadowing‟ the Deutsche Mark, which culminated in the membership into the Exchange Rate 
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Mechanism (ERM) from 1990-1992; since 1992, inflation targeting has been the official regime 

governing the UK monetary policy, with interest rate decisions made by the UK government in 

concert with the Bank of England up until May 1997 and after it by the Bank of England alone, 

under a new law mandating its procedures and targets. Nelson and Nikolov (2004) and Nelson 

(2007) examine these regime shifts. For the period as a whole there were large swings in both 

inflation and output growth.  Inflation was in double digits during most of the 1970s. Nelson 

(2001) demonstrates UK output growth was lower than major trading partners in the 1960s, 

underwent a further slowdown after 1973, with partial recovery beginning in the early 1980s. 

There were recessions in 1972, 1974-75, 1979-81, and 1990-92. 

 There is yet to be a consensus on the most appropriate way to model the inflation rate.  

Two issues emerge in the macroeconomic debate.  The first is how to measure the persistence of 

inflation accurately and the second has this persistence changed over time.  The degree of 

inflation persistence is important in the monetary transmission mechanism and a determinant of 

the success of monetary policy and of obtaining a stable inflation and output simultaneously.  

The need to coordinate inflation persistence and monetary policy has been examined in Coenen 

(2006) and Angeloni et al. (2003). These papers study how robust monetary policy is when there 

is uncertainty about the correct persistence of inflation.  They conclude that it would be optimal 

to design the monetary target assuming a high degree of inflation inertia.  Finally, Taylor (1998) 

and Hall (1999) have pointed out that tests in the spirit of Solow (1968) and Tobin (1968) will 

tend to reject monetary neutrality if persistence estimates are revised downwards. Thus, an 

understanding of inflation dynamics has important policy implications. 

The purpose of this paper is to provide insights in the ongoing debate regarding the 

degree of inflation persistence and its temporal stability. Our analysis has a number of novel 
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features and the testing procedure is conducted in a sequential order using quarterly inflation data 

for thirty developed and emerging economies over the period 1958-2007. First, we apply unit 

root tests in order to examine whether the series are either I(1) or I(0). Second, we estimate the 

AR and MA components of an ARMA for all cases. Third, given the concerns about the 

appropriateness of models that allow only for I(1) or I(0) processes with respect to medium- and 

long-term monetary policy implications we allow for a wider statistical framework and we 

consider long memory and fractional integration to describe the inflation dynamics. We estimate 

the value of the fractional d parameter with the recently developed exact local Whittle estimator 

(Shimotsu, 2007; Shimotsu and Phillips, 2005, 2006) which is shown to have good properties in 

Monte Carlo experiments. Fourth, we provide efficient estimates of the AR coefficients by 

applying the Hansen (1999) grid-bootstrap Median Unbiased estimator and Romano and Wolf 

(2001) subsampling procedures to compute the 95 percent symmetric confidence intervals for the 

autoregressive coefficient. Fifth, we test for changes in persistence with the application of nine 

test statistics recently developed by Harvey et al. (2006). Finally, we consider the case of time-

varying coefficients in our model and we follow Beechey and Osterholm (2007, 2009) in order to 

examine the temporal stability of our results. We complement this investigation for the presence 

of time-varying inflation persistence parameters over the full sample with the application of 

rolling regressions and recursive estimates. 

The main findings of our analysis are summarized as follows. First, we show that for 

most cases the inflation series are I(1) processes with only a few cases exhibiting stationary 

behaviour. Second, we fit an ARMA model to the data and we found that for all cases the sum of 

the AR coefficient is close to one indicating a high degree of inflation persistence in inflation in 

both developed and emerging economies. Third, we consider the case of fractional integration 
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and we found that the values of the estimated coefficient d  is between 0.5 and 1 indicating that 

I(1) and I(0) processes  may be rejected and therefore their consideration may lead to persistence 

overestimation. Germany, Greece, Malaysia, Netherlands, Philippines and Singapore are the only 

cases with an estimated value of d  below 0.5. Fourth, we provide efficient estimates for the AR 

coefficient and compute 95 percent confidence intervals for ρ using the Hansen (1999) and 

Romano and Wolf (2001) methodologies. Of the 30 countries examined 17 have point estimates 

of the persistence measure greater or equal to 0.85 and confidence intervals that range between 

0.75 and above 1.00.  Fifth, when we looked at changes in persistence the application of the 

suggested testing procedure leads to the conclusion that we only receive clear-cut evidence of no 

change in inflation persistence for the case of Belgium, China, Denmark, France, Germany, 

Greece, Korea, Luxembourg, Malaysia and Thailand. Finally, we examine parameter stability of 

persistence coefficients by estimating a model with time-varying parameters and we provide 

evidence that the AR coefficient has remained in most cases and for several periods high 

although there is a tendency for lower inflation persistence in the last decade. This finding is 

more evident for the case of the EMU countries since the adoption of the euro. These results are 

further complemented by using rolling and recursive regressions and we also show that for a 

number of countries there is a tendency for a decrease in persistence in the late 1990s and during 

the 2000s and this continuous downturn may be the result of a shift in monetary policy leading to 

the possible existence of a structural break.             

The rest of the paper is organized as follows. Section 2 provides a literature review. In 

section 3 we present and discuss the econometric methodology applied. Section 4 reports our 

empirical results with section 5 providing our conclusions and policy implications. 
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2.  Literature Review 

 For univariate time series there is no consensus as to what measure one should use for 

persistence (see, Phillips, 1991; Andrews, 1993; Andrews and Chen, 1994; Marques, 2004; 

Murray and Papell, 2002; and Pivetta and Reis, 2007). If one assumes an AR process then 

measures of persistence most frequently used are the sum of the AR coefficients, the largest root, 

the half-life (i.e. the number of periods that inflation remains above 0.5 for a unit shock).  For an 

ARMA process, the first two measures mentioned above are not appropriate as they ignore the 

MA coefficients.  One other measure is the impulse response function.  There is a large amount 

of evidence that the postwar inflation exhibits high persistence in developed countries.  Some 

examples include, Pivetta and Reis (2007) for the US and O‟Reilly and Whelan (2005), Batini 

(2006) and Beechey and Osterholm (2007) for the euro zone.  However, the aforementioned 

result may be sensitive to the econometric techniques employed.  The observed persistence may 

be due to the existence of structural change that are not accounted for, possibly from changes in 

the inflation targets of central banks, different exchange rate regimes, or shocks to key prices (see 

Levin and Piger, 2003).
1
  

There are a number of explanations for inflation persistence.  One argument is that 

persistence is the result of aggregating prices from heterogeneous firms in their price adjustment 

costs.  Buiter and Jewitt (1981), Fuhrer and Moore (1995), Fuhrer (2000), Calvo et al.  (2003), 

Christiano et al. (2005), all assume that high inflation persistence results from the structure of 

nominal contracts.  Rotemberg and Woodford (1997), Dittmar et al. (2005), and Ireland (2004) 

generate persistence through the data generating process of the structural shocks hitting the 

economy.  An alternative view is that the degree` of inflation persistence is not an inherent 

                                                           
1
 The existence of regimes that are not explicitly taken into account may lead to spurious persistence (see Perron, 

1989). 
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structural characteristic of industrialized economies, but instead is a function of the monetary 

policy regime (see West, 1988). 

 Some authors have found evidence of a decrease in the persistence of inflation; (Taylor, 

2000; Cogley and Sargent 2001; Kim, Nelson, and Piger, 2004). Other authors employing 

different econometric techniques found inflation persistence to be unchanged (Stock, 2001; 

Batini, 2006; Levin and Piger, 2003; O‟Reilly and Whelan, 2005; Pivetta and Reis, 2007).  

Gadea and Mayoral (2006) estimate fractionally integrated models and compare them with other 

specification such as ARMA and ARIMA models
2
.  They employ both classical and Bayesian 

techniques.  They find that if ARIMA models are used to measure persistence they will overstate 

persistence.  The main results of their paper are that once fractional integration is allowed for, 

I(0) and I(1) specifications are rejected. They find that for most of the countries the fractionally 

integration model is preferred to the I(0) specification.
3
 Inflation rate are estimated with different 

techniques and they show that inflation is best characterized as a fractionally integrated prices 

with a memory parameter between 0.6 and 0.8.  This implies that inflation rates are very 

persistent nonstationary; however, as opposed to the I(1) variable, shocks have a non-permanent 

effect, and thus, the series is mean reverting.  They find important differences across countries.  

According to the half-life (HL) measure US inflation is most persistent.  Inflation persistence in 

Central and Nordic European countries have the lowest degree of persistence. They find no 

change in persistence for the majority of the countries they examine.   

 

 

                                                           
2
 Fractional integration can appear in inflation as a result of aggregating prices from heterogeneous firms in their 

price adjustment costs. 
3
 Fractionally integrated processes and I(0) process with structural breaks look very similar. Testing for the 

difference is difficult. 
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3.  Methodology 

3.1. Unit Root Tests 

 The standard practice would be to subject the variables to a battery of unit root tests and let 

the evidence speak for itself. There are many different tests for a unit root in the autoregressive 

(AR) polynomial of a univariate process that have been proposed, but the most common is the 

augmented Dickey-Fuller (ADF) test proposed by Said and Dickey (1983).  It is based on the AR 

approximation of a general ARIMA process and is given in (1).
4
 

  (1) 

The null hypothesis of a unit root can be tested by estimating (1) using OLS and then using a t -type 

test statistic to test the hypothesis (1 – ρ) = 0.  The choice of the lag truncation parameter k  is 

important for the small sample properties of the test because when the number of lags exceeds the 

true number of lags there is a decrease in the power of the test, while two few lags leads to under 

sized tests.  There are some potential problems with unit root testing using (1) especially in the 

context of the variables in which we are interested. 

 The first problem is low power of the test relative to local alternatives. Elliot et al. (1996) 

(ERS) proposed an estimator that increases the power of the unit root test substantially by using a 

GLS detrending procedure. One can motivate the unit root tests using the DGP in (2)  

  (2) 

where  When estimating 

                                                           
4 

An ARIMA or autoregressive integrated moving average process assumes that a time series can be modeled in the 

time domain as a function of lagged values of itself and current and lagged values of the innovation or error to the 

process. An ARIMA(p,d,q) takes the general form  where the autoregressive lag polynomial 

 is of order p, the order of integration is given by the differencing parameter d 

and the moving average polynomial  if of order q. 
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equation (1) the parameters of the deterministic components are estimated via OLS and are 

treated as nuisance parameters in the distribution of the unit root tests.  By estimating these 

nuisance parameters using OLS the power of the test statistics is diminished. ERS propose a 

weighted least squares or GLS method to estimate these parameters and then detrend the data 

prior to testing for a unit root. For series  define  for some 

value  The GLS detrended series is then defined as  where  

minimizes  ERS suggest imposing  for  and 

 for .
5
 Testing for a unit root can then be done by estimating equation (3) using 

OLS and calculating a t -type test statistic as in (1), which is refereed to as the DF-GLS
μ
 statistic 

when p = 0 and DF-GLS
τ
 when p = 1. 

  (3) 

 Although low power is always a problem for unit root tests, another concern is that size 

distortions in the tests may be a problem because of the properties of the underlying data generating 

processes (DGP). One source of size distortion is the presence of large and negative moving 

average (MA) parameters in the DGP. Schwert (1987) was one of the first to point out that standard 

unit root tests like the ADF are severely oversized when there are large negative MA terms in the 

DGP. He suggests increasing the value of k, the lag truncation parameter in (1) and (3), to more 

accurately allow the AR process in (1) to approximate the MA components in the ARIMA.  We 

estimate ARIMA models for each of the series of interest in this study in order to gauge how 

                                                           
5 

Cook (2006) finds that the power of the tests in finite samples under alternative DGPs can be increased with 

alternative values for . 
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serious this source of size distortion may be in our application. Table 1 displays estimation results 

for inflation.
6
 

Two features of many economic time series tend to affect the size and power of usual unit 

root tests. In particular, a large negative moving average root may induce size distortions, while a 

large autoregressive root may result in low power. When this is the case it is preferred to apply 

the MZα, MZt, MSB and the MPT tests due to Ng and Perron (2001), which are precisely 

designed to overcome both size distortion and low power problems when the data are 

characterized by these features. These tests are extensions of the M tests of Perron and Ng (1996) 

that use Generalized Least Squares (GLS) detrending of the data, together with a modified 

information criterion for the selection of the truncation lag parameter.
8
 

Ng and Perron (2001) have developed a modified information criterion that chooses k in (1) 

or (3) in a way that mitigates the size distortion in unit root tests. It is based upon an autoregressive 

estimate of the long-run variance of  yt, denoted . This estimate is calculated as 

 

  (4) 

where  and  . The parameters can 

all be estimated from equation (3) using OLS.
7
 The modified information criteria (MIC) is given 

as 

  (5) 

                                                           
6
 We used the Box-Jenkins procedure to identify several candidate models for each series and then chose the best 

fitting model based on residual serial correlation tests, significance of the parameter estimates and R
2
. 

7
 Perron and Qu (2007) suggest that small sample power can be improved if the parameters used to construct the 

estimate of the long-run variance are estimated from equation (1) rather than (3). 
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where  and  is the largest lag truncation considered. When 

, equation (5) represents the modified Bayesian information criterion (MBIC) 

and when  it is the modified Akaike information criterion (MAIC).  

 Ng and Perron (2001) also suggest using three tests that have less size distortion in the 

presence of MA errors than standard tests. These tests are  and , collectively 

referred to as the M-tests. The tests are calculated from estimates of (3) as follows: 

  (6) 

and 

  (7) 

and . 

 Another potential source of size distortion in the unit root tests is the conditional 

heteroskedasticity that characterizes the variances of each series. Kim and Schmidt (1993) were 

the first to analyze the effects of conditional heteroskedasticity on unit root tests. More recently 

Cook (2006) conducts a Monte Carlo analysis that finds that even the modified unit root tests 

above are subject to some size bias when the errors in the unit root testing equation follow a 

GARCH(1,1) process. The size of the unit root test increases as the degree of volatility of the 

GARCH process increases. To get some idea of how much this GARCH effect has on the data 

one would estimated the ARIMA models for each series allowing for GARCH errors. The 

GARCH specification is given as, 

  (8) 

where ht
2
 is the conditional variance of the errors ut from the ARIMA specification. The degree 



12 

 

of volatility in the variance is measured by the parameter α and the persistence in the conditional 

variance is measured by α+β. Cook (2006) finds that for any significant size distortion to occur, 

the volatility parameter α must be larger than 0.25.  

We find that the ARIMA parameters are not much affected by including the GARCH 

effects and the GARCH volatility is not high enough to induce serious size bias in our unit root 

tests of inflation. 

 

3.2. Long-memory and Fractional Integration 

 

The exact Whittle estimator was proposed in Phillips (1999) and its asymptotic theory 

was developed in Shimotsu and Phillips (2005,2006).  For a fractional process defined as:
8
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where {wt} is a weakly dependent process with continuous spectral density, exact Whittle 

estimation of the memory parameter d involves maximizing the following Whittle log-likelihood 

function: 
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 (10) 

where G is a positive constant, 
 
 jxdI 


 is the periodogram of (1 - L)

d
xt with the fractional 

filter (1 – L)
d
 defined in the same way as in Robinson (1994) and Phillips (1999), and m is a 

                                                           
8
 Two main approaches have been used in the literature to define a fractional process xt. The first, which is adopted 

in Hosking (1981), among others, defines a stationary fractional process as an infinite order moving average of 

innovations:       ktt wkd/kd
k

x 



 1

0
  and defines a nonstationary I(d) process as the partial sum of 

an I(d-1) process (Hurvich and Ray, 1955; Velasco, 1999a,b).  The second, which is used in Robinson (1994) and 

Phillips (1999), truncates the fractional difference filter and defines       ktt wkd/kd
k
t

x 



 1
0

1
  for all 

values of d.  For a more detailed discussion of the definitions and their implications, see Shimotsu and Phillips 

(2006). 
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bandwidth parameter satisfying m/n + 1/m → 0 so that the band  mjnjj ,...,2,1,/2    

concentrates on the zero frequency as the sample size n . 

 Shimotsu and Phillips (2005, 2006) show that the exact Whittle estimator  EWEW dG ˆ,ˆ  is 

consistent and that EWd̂  has the following limiting distribution as n : 

     4/1,0ˆ Nddm
d

EW   (11) 

for all values of d.  The robustness of the asymptotic properties of EWd̂  is especially appealing 

for practical work when the domain of the true order of fractional integration is controversial.  

The EQ estimate also provides guidance on the order of the fractional difference that can render 

the data stationary. 

 We estimate the value of the fractional d parameter, d, for inflation with the Shimotsu 

(2007) semiparametric two-step feasible exact local Whittle estimator that allows for an 

unknown mean in the series. This estimator refines the Shimotsu and Phillips (2005, 2006) exact 

local Whittle estimator, and these authors show that such local Whittle estimators of d have good 

properties in Monte Carlo experiments. Shimotsu and Phillips (2005, 2006) propose the exact 

Whittle estimators of long memory parameters as a general purpose estimation procedure.  As no 

short-run dynamics need to be specified, the semiparametric estimators are robust to its 

misspecification. They show that their exact local Whittle estimators are consistent and 

asymptotically normally distributed.  It is called exact because the procedure is based on the 

transformation of the Whittle likelihood function with a purely algebraic manipulation that hold 

exactly for any value of d .  

 We employ the conditional sum of squares (CSS) estimator to compute d , p , and q  

jointly in the ARFIMA specification which is similar to the Whittle estimator. Some of the 
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properties of the CSS estimator are discussed in Chung and Baillie (1993). They show that the 

effect of initial observations is asymptotically negligible so that the CSS estimator is 

asymptotically equivalent to Maximum Likelihood Estimation (MLE).  Chung and Baillie (1993) 

also report simulation results which show that the CSS estimator performs well when estimating 

ARFIMA( qdp ,, ) models with p  and q  being less than 2 and -0.5< d <0.5 and for sample sizes 

greater than 100.  The CSS estimator can be regarded as being a time domain alternative to the 

Fox and Taqqu (1986) frequency domain estimator of the AFIMA model, which is known to also 

be approximately MLE under Normality.  

 

3.3. Tests for a Change in Inflation Persistence 

 

Testing for the presence of a unit root is now routine practice among practitioners 

analyzing the stochastic properties of macroeconomic time series. This practice is oriented 

towards the classification of series as stationary or nonstationary. Establishing this distinction is 

meaningful for several reasons. For the purposes of the present article, the most important one is 

that it helps in understanding the effect of shocks to macro variables; while the impact of such 

shocks will be transitory for a stationary series, for a nonstationary one any random shock may 

have persistent effects. In other words, while an I(0) time series will display mean-reverting 

behaviour, an I(1) variable will be persistent, i.e. shocks to it will have long-lasting effects, thus 

preventing the series from returning to any defined level. 

It has been observed in recent years, however, that macroeconomic variables - such as the 

inflation rate - may display both stationary and nonstationary features within a specific period. 

Indeed, it seems some series could be switching from I(0) to I(1) behaviour, or vice versa. 

To test for changes in the degree of persistence, we apply nine test statistics recently 

developed by Harvey et al. (2006) (HLT henceforth), which follow the work of Kim (2000), Kim 
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et al. (2004) and Busetti and Taylor (2004). The model underlying the test statistics proposed by 

HLT is the following: 

 

 t
'
tt uβxy   (12) 

 

 ,...,Tt,εuρu tttt 1      1    

where yt is the inflation rate vector xt contains either a constant, or a constant and a linear trend, 

and εt, is mean zero satisfying assumptions by Phillips and Perron (1988).  

The null hypothesis states that the inflation rate is stationary, i.e. yt, is I(0). In this setting, 

T,...,t,ρρ,ρt 11  in model (1). This hypothesis is denoted by H0. In testing for a change in 

persistence, HLT allow for two different alternative hypotheses. The first corresponds to a 

change from 1(0) to I(1), denoted H01, and the second to a change from I(1) to I(0), denoted H10. 

Specifically, 
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where 0  allows for a local to unit root, and τ* denotes the unknown proportion of the 

sample size where the change in persistence occurs. τ* is assumed to belong to the interval 
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   101 ,, u   , where τ 1, τu stand for (arbitrary) lower and upper values for τ*. Given the 

preliminary analysis presented above for our data set, the empirical applications below will 

concentrate in testing H01 against H10. 

The various tests to be applied are based on the following ratio introduced by Kim 

(2000), designed to test H0 against H01: 
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where ,iû  in the numerator (denominator) is the residual from applying Ordinary Least Squares 

(OLS) to Model (1) for     .T,...,tT,...,Tt  11   Note from Equation 5 that, under H0, the 

sums in numerator and denominator should be equal. In order to test for a change in persistence 

(H0 against H01) Kim (2000), Kim et al. (2004) and Busetti and Taylor (2004) consider the 

following three statistics, all functions of the ratio defined above: 
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t
TuT

KXM
 ,...,l

max


  (16) 

 

Where     1 TTT lu*
 . These authors derive the limiting distributions of the statistics as 

functionals of Brownian motion processes, and show that they are pivotal (free of nuisance 

parameters) under the null. Equations 14-16 correspond to Hansen's (1991) mean score statistic 

(S), Andrews and Ploberger's (1994) mean exponential statistic (E), and Andrews' (1993) 

maximum statistic (X), respectively. This last statistic allows estimation of the true (and 

unknown) change point, over the interval Λ, and is the one used in the empirical applications 

below for estimating the date of change. 

To test H0 against H10 Busetti and Taylor (2004) proposed three other tests based on the 

reciprocals of Kt, namely 

 

  
 

 
11 




 t

T

Ttt
*

R KTSM
u

l



 (17) 

 

    11 50exp 




 t

T

Tt
*

R K.TlnEM
u

l





 (18) 

 

  
    

1

l

max 


 t

T,...,T

R KXM

u
 (19) 

 

These tests are the analogous of Equations 14-16 with Kt replaced by 1
tK , which we use in the 
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empirical applications below. HLT propose six other tests, which are modified versions of 

Equations 9-11, with the modification being such that the critical values are precisely the same 

under the null and alternative hypotheses, and at the same time asymptotically equal to the 

unmodified statistics. These modified statistics are the following 

 

      RT,
R
m ZMbJZM 1exp   (20) 

 

      RRR
m ZMbJZM minmin exp   (21) 

 

for Z = S, E, X. In the statistics implied by Equation 20 and Equation 21, b is a finite constant, 

chosen so that the modified tests are asymptotically correctly sized under H0 (values for b are 

provided in Table 2 of HLT for all nine reciprocal statistics), and J1,T is T
-1

 times the Wald 

statistic (W) for testing the joint hypothesis 091  k in the regression 

 

 error
9

1

 


i
i

ki

'
tt txy   (22) 

 

For t=1,…, T.  For the three statistics in Equation 21,  T,T
R JJ  minmin  and  T,TJ   is T

-1
W

 

for testing 091  k  in Equation 22, for t = [τT] + 1,..., T. Critical values (both finite 

samples and asymptotic) for all nine statistics Equations 14-19 to be applied in the next section 

for testing H0 against H10, are reported in Table 1 of HLT. 
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4.  Data and Estimation Results 

We conduct our analysis with the use of quarterly consumer price index data for the 

period from the first quarter of 1958 to the last quarter of 2007 for a group of thirty countries. 

The data have been obtained from the International Financial Statistics of the International 

Monetary Fund. The countries included in the study are Argentina (ARG), Australia (AU), 

Austria (AT), Belgium (BE), Brazil (BRA), Canada (CA), Chile (CHL), China (CHI), Denmark 

(DK), Finland (FI), France (FR), Germany (GE), Greece (GR), Ireland (IR), Italy (IT), Japan (JP), 

Korea (KO), Luxembourg (LX), Malaysia (MAL), Mexico (MEX), Netherlands (NL), New 

Zealand (NZ), Philippines (PHL), Portugal (PT), Singapore (SNG), Spain (SP), Sweden (SWE), 

Thailand (THI), United Kingdom (UK) and the United States (USA). All series are in natural 

logarithms. The inflation rates are computed as i

t

i

t

i

t PP 1lnln  , where i

t  is annualized 

quarterly inflation. 

The evolution of the inflation rates is shown if Figures 1.1. to 1.8. With respect to the 

developed countries we observe that inflation has followed a rather similar pattern over the fifty 

years period. Thus, we note that during the 1960s and early 1970s inflation rate is substantially 

low around 3% followed by the dramatic increase of prices in the 1970s as a result of the two oil 

crises of 1973 and 1979. As a result the inflation figures were almost tripled and this enormous 

increase was coupled by high volatility. Following the adoption of tight monetary policies first in 

the US and the UK and later in most of the European countries, as well Canada, Australia, New 

Zealand and Japan inflation rates were eventually reduced to single digits although high volatility 

remained an important feature. Finally, the 1990s and 2000s are characterized by an overall 

reduction in the mean and in the variance of inflation. The picture that emerges from the Latin 

America countries is quite different. These countries have experienced hyperinflation during the 
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1960s and 1970s. The financial crisis of the early 1980s led to even higher levels of inflation 

during that decade. Inflation began to fall dramatically in the 1990s as the result of the tight 

monetary policy, the adoption of the stabilization programs as well as the implementation of the 

financial liberalization process, whereas Argentina adopted the polar case of dollarization 

making the fall of inflation very dramatic. The reduction in inflation rates in Latin America was 

maintained during the 2000s as well. 

The main characteristic of inflation evolution in Japan is the extended period of 

disinflation during the 1990s. Like in all other developed countries inflation rate was 

dramatically increased during the 1970s given that Japan is an importer of raw materials 

including oil. The low levels of inflation have been maintained during the 2000s. China has 

exhibited high levels of inflation since the 1980s mostly due to the oil crises of the 1970s. 

Inflation began to decline in the mid-1990s and even became negative as a result of the economic 

policies adopted to allow for partial opening of the economy to more competition and towards a 

less centrally planned system. The inflation rate has increased in the last five years which is the 

outcome of the economic growth of China and the subsequent increased demand for goods and 

services. Finally the countries of Southeast Asia (Korea, Malaysia, Philippines, Singapore and 

Thailand) have exhibited low levels of inflation throughout the period with the exception of the 

1970s with the effects of the two oil prices. The Philippines have experienced another episode of 

the second half of the 1980s which was the result of expansionary monetary policy and increased 

government spending to help the economy move out of recession.             

The testing procedures in this paper are carried out in a sequential order. First, unit root 

tests are applied to the data, in order to establish the apparent degree of integration of the series. 

Next we report AR(1) coefficients and ARMA models estimation results and we then estimate 
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values of the long-memory parameter, d .  The fractional integration parameter d  is estimated 

alone and then jointly with AR and MA coefficients in an ARFIMA model. Moreover, in order to 

uncover any possible change in the degree of persistence, we implement the newly developed 

tests for a change in persistence. Finally, time-varying estimations of the basic model are 

provided in order to examine whether inflation persistence has changed overtime as a result of 

changes in the monetary regimes. This analysis is also coupled with further evidence provided by 

rolling regressions and recursive estimates.   

Table 1 reports the results of the four unit root tests discussed in the methodology section 

applied to inflation rates for thirty countries. Eight of the thirty countries examined have two out 

of four tests rejecting the null of unit root.  These countries are Argentina, Australia, Chile, 

Finland, Germany, Netherlands, Thailand and the United States.  Thus, in the majority of cases 

inflation rates are found to be nonstationary I(1) series.  

 We next estimate ARMA ),( qp  models. We select ARMA(1,1) models. We find that 22 

countries have AR coefficients greater than 0.9.  Of those 22 countries, 9 have MA coefficients 

greater than 0.7, suggesting that there may be size distortions in the unit root tests for these 

countries.  The last column of Table 2 reports the value of the fractional d  parameter using the 

exact local Whittle estimator.  Recall, that a value of d  less than 0.5 indicates a stationary series. 

 A value of d  greater than 0.5 indicates nonstationarity but mean reversion.  Be clear that the 

value of d  is estimated separately from AR and MA coefficients. There is not a one-to-one 

correspondence between the value of d  and the value of the AR coefficient.  That is, there are 

times when a large AR coefficient is associated with a small value of  d . The only countries that 

have values of d  below 0.5 are Germany, Greece, Malaysia, Netherlands, Philippines, and 

Singapore.   



22 

 

 Table 3 reports estimates of the AR(1) coefficient from an OLS regression, and estimates 

of AR, MA, and d , from estimating an ARFIMA model.  The estimator is a constrained sum of 

squares (CSS) estimator which is a time domain estimator and is asymptotically equivalent to 

MLE.  The CSS estimator is sometimes referred to as the conditional maximum likelihood 

estimator (CMLE).  We first turn our attention to the low values of the AR(1) coefficient in 

Table 3.  Countries with the value of AR(1) coefficient less than 0.2 include Austria, Germany, 

Greece and the Netherlands.  Of those countries, only Germany and the Netherlands were found 

to be stationary according to the unit root tests of Table 1.  What can explain why the other series 

are found to be a unit root?  If we look back at the ARMA models in Table 2 some information 

can reveal a possible answer.  In the case of Austria, Germany, Greece, and the Netherlands all 

the AR and MA coefficients are almost equal and opposite in sign.  They thus cancel each other 

out to some degree and when only an AR(1) is estimated, the coefficient is very small. Looking 

at the ARFIMA model results and comparing them to the value of d  in Table 2, we can see that 

these values are within one standard deviation of each other.  It is not clear which is the preferred 

method to estimate the fractional parameter d , alone, or in within a ARFIMA model framework.  

The OLS estimates of the AR parameter measuring inflation persistence although 

informative are not efficient estimates in finite sample. In finite sample it is well known that the 

asymptotic distribution for OLS estimations as well as the t -statistics in autoregressive models 

become systematically less accurate approximations of the true finite sample distributions as the 

true value of the AR coefficient increases in value. To correct this problem we apply the Hansen 

(1999) grid-bootstrap Median Unbiased (MUB) estimator of the sum of the autoregressive 

coefficients and Romano and Wolf (2001) subsampling procedures to compute the 95 percent 

symmetric confidence intervals for the autoregressive coefficient which have correct first-order 
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asymptotic coverage.  

Table 4 presents our estimates for our sample of 30 countries and compute 95 percent 

confidence intervals for ρ. Of the 30 countries examined 17 have point estimates of the 

persistence measure greater or equal to 0.85 and confidence intervals that range between 0.75 and 

above 1.00.  Specifically we observe that the Euro area countries have point estimates which are 

substantially high with the exception of Germany and the Netherlands for which the AR 

coefficient is 0.46 and 0.17 (the lowest value in the dataset) respectively. The corresponding 95% 

upper bound of the estimated confidence intervals is shown to be greater or equal to one the 

exception being again Germany and the Netherlands and this implies that for most of the 

European economies included in the sample inflation exhibits high persistence.
9
 The evidence of 

low inflation persistence in Germany and the Netherlands may be the outcome of the adoption of 

low inflation target by the monetary authorities of the countries over the period under 

examination. For the case of the UK, Sweden, the US, Canada, Japan, Australia and New 

Zealand the median-unbiased point estimates range from 0.80 to 0.86 with the upper bound of 

the confidence interval higher that one in this case as well, which implies that the median-

unbiased representation of the inflation in these major economies is a unit root without drift. 

Looking into the Southeast Asia we find that the inflation persistence in Korea, Malaysia, 

Philippines and Singapore and Thailand is moderate although the value of the upper end of the 

confidence interval ranges from 0.67 to 0.90. In contrast China exhibits high inflation persistence 

with a point estimate of   equal to 0.90 with the upper and lower bounds of the corresponding 

confidence interval consistent with a high degree of persistence as well. Finally, the Latin 

America economies of Argentina, Brazil, Chile and Mexico exhibit high degree of inflation 

                                                           
9
Our sample does not include the recent members of the eurozone, namely, Cyprus, Malta, Slovakia and Slovenia. 
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persistence as the large values of the AR coefficient and the corresponding confidence intervals 

indicate.  

 We now turn to tests for changes in persistence of the inflation series. The null hypothesis 

is no change in persistence (it could be I(0) through the sample or I(1) throughout the sample).  

These results are reported in Table 5. The first three columns of Table 5 have test statistics to test 

the null of no change in persistence against the alternative of a change from I(0) to I(1). (The first 

column provides a date of the break point of change in persistence). The second set of three 

columns have test statistics to test the null no change in persistence against the alternative of a 

change from I(1) to I(0).  The third set of three columns have test statistics to test the null of no 

change in persistence against the alternative of either I(0) to I(1) or vice versa.  For the countries 

of Argentina, Australia, Austria we cannot say anything about a change in persistence as all tests 

statistics are significant and the null is rejected in all 9 cases.  However, for Belgium we find that 

we cannot reject the null of no change in persistence.  The second set of test statistics are 

significant and we reject the null hypothesis of no change in persistence against the alternative of 

change from I(1) to I(0). We cannot say anything about Brazil, Canada, Finland, Ireland, Italy, 

Japan, Mexico, Netherlands, New Zealand, Philippines, Portugal, Singapore, Spain, Sweden, 

UK, and US as all test statistics are significant and reject the null.  China, Denmark, France, 

Germany, Greece, Korea, Luxembourg Malaysia, Thailand, have test statistics that cannot reject 

the null of no change in persistence.  They also reject the no change in persistence null against 

the alternative of a change from I(1) to I(0). 

 The tests we employed so far rely on the null hypothesis of the autoregressive parameter 

stability but not for any time varying behavior. The issue of parameter stability is an important 

one for the designing of optimal monetary policy since structural breaks and switching regimes in 



25 

 

the mean and/or the variance must be taken into consideration by the monetary authorities. What 

is important to note is that even in the case that the application of formal tests for structural 

breaks leads to the inability to reject the null of no existence structural breaks this evidence does 

not necessarily implies that such a regime switch has not occurred. As we have already discussed 

if there is a decrease in inflation persistence then tests of the natural rate hypothesis of the type 

suggested by Solow (1968) and Tobin (1968) may lead to the rejection of money neutrality 

because of this decrease. Furthermore, as Levin and Piger (2003), Benati (2008) and Cogley and 

Sbordone (2008) argue that if we consider an indexation parameter of inflation persistence into 

macroeconomic models such as the type of New Keynesian Phillips curve then if persistence is 

not constant overtime this will be consistent with Lucas‟ critique.     

In order to take account the issue of time-varying inflation persistence we adopt the 

recently developed approach by Beechey and Österholm (2007, 2009), and we estimate an AR(1) 

model allowing the autoregressive parameter to follow a random walk process. An important 

element of this approach is that time-variation may be due to changes in the structural 

characteristics of the economy or to changes in monetary regimes.
10

 We estimate our model with 

maximum likelihood using the Kalman filter approach, with the autoregressive term treated as 

the unknown state variable. The results of estimating this model are shown in Figures 2.1-2.5, 

where the time-varying autoregressive parameter is plotted together with two root mean squared 

error bands. These plots reveal that there is substantial time-variation in the autoregressive 

coefficient. Moreover, while the coefficient is generally large and suggestive of persistent 

                                                           
10

 An alternative approach to study time-variation in parameters is the use of split samples and rolling regressions. 

Following O‟Reilly and Whelan (2005), Batini (2006) and Pivetta and Reis (2007) we also applied rolling 

regressions to examine the time-varying behaviour of the coefficient of inflation persistence. To save space our 

results are available upon request. In addition we also applied recursive estimation of the AR coefficient and we 

found that the overall results are consistent with those obtain from rolling regressions. These results are also 

available upon request.    
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behavior it is typically in a range below one although it can be observed that the parameter does 

approach the value of one and sometimes exceeds the value of unity. 

Looking into the plots for the case of the Euro area countries we observe that the time-

varying pattern of the coefficient of inflation persistence is mixed before the third stage of EMU. 

Specifically we observe that in most countries the AR parameter was substantially large with 

values exceeding one for most of the period since the early 1970s until the mid-1990s although 

there periods in which the coefficient of inflation persistence was well below on possible as the 

result of the adoption of deflationary monetary policy since the mid-1980s (see Austria, Belgium 

Denmark, Luxemburg and Spain). For Germany we note that the AR coefficient has large values 

well above one in the early 1990s and this may be attributed to the reunification of Germany that 

resulted in budget deficits since 1993 though the inflation-targeting monetary policy has led to 

moderate inflation persistence. A common feature for all eurozone countries is that a substantial 

decrease in inflation persistence is observed since the mid 1999 marking the adoption of the euro 

and the adoption of the common monetary policy with an inflation target below but close to 2 

percent. 

Turning now our attention to the case of the UK it appears that inflation persistence 

remained high and above one in several periods, although there was a marked decline in inflation 

and inflation persistence during the 1980s following the monetary policy adopted by the Thatcher 

administration. Inflation persistence has returned to a substantially high level in the recent years. 

In Sweden inflation persistence has remained high through our sample. For the US we note that 

during the 60s and 70s when Martin, Burns and Miller where sequentially Chairmen of the Fed 

inflation persistence and possibly inflation target remained high whereas during the chairmanship 

of Volker and Greenspan we observe a dramatic drop in inflation persistence confirming the 
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results by Beechey and Osterholm (2007). Inflation persistence in Canada, Japan, Australia and 

New Zealand followed to some extend similar patterns with the AR coefficient taking values 

near or above one in the late 1970s and during the 1980s followed by a substantial decrease in the 

1990s and during the recent years.  

Inflation persistence has remained above one or close to one for most of the sample 

period for the case of the Latin America economies which is not surprising given the long period 

of hyperinflation they experienced in the 1970s and 1980s. A fall in inflation persistence is 

marked in early 1990s which is due to the disinflationary policies and financial openness 

measures adopted during that period although in Argentina and Chile an upward trend has been 

observed in the recent years. Finally, the picture that emerges with respect the Southeast Asia 

countries show that inflation persistence remains moderate in all five economies of our sample 

although it was substantially high in the 1970s and early 1980s.
11

   

We complement our analysis on the time-varying nature of the coefficient of inflation 

persistence by following O‟Reilly and Whelan (2005), Batini (2006) and  Pivetta and Reis (2007) 

and we apply a less formal method of evaluating whether or not there has been structural change 

over time in the persistence parameter. This approach amounts to the estimation of a sequence of 

rolling regressions over a short sample. Certainly the use of small sample sizes may result to 

significant variation in parameter estimates along with wide confidence intervals but it has the 

advantage that offers great flexibility to investigate the issue of temporal stability given that we 

allow for each rolling sample to rely on an estimated inflation process that is completely different 

each time. Moreover, O‟Reilly and Whelan (2005) argue that an additional advantage of this 

approach is in the case that we may consider that the high values of the AR parameter   is the 

                                                           
11

 For the case of China the algorithm did not converge because of the small sample. 
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outcome of the failure to detect time variation in the conditional mean of the inflation process 

even when we apply a model that is more general than the model which considers once-offs 

breaks. They argue that although the AR parameter is found to have high values when we 

consider the full sample with little tendency of inflation to be mean-reverting such a behaviour 

may change when we consider a sequence of small samples, each of them representing a specific 

stable monetary policy regime.      

      Figures 3.1-3.5 present rolling regressions (over a 3 year period) in order to see how 

the AR(1) coefficient changes over time.  Specifically, we estimate the persistence parameter for 

a fixed length (data window) and we then change the length of the sub-sample by shortening or 

extending the data window. This procedure allows us to investigate whether a statistically 

significant change in the parameter estimates can be detected. The overall results lead to the 

conclusion that for many countries the AR(1) coefficient varies over time and there is tendency 

for a decrease in inflation persistence in the late 1990s and during the 2000s. Furthermore, we 

observe that for the case of Denmark, Finland, Greece, Luxemburg, Sweden and the UK inflation 

persistence appears to follow a continuous downtrend which can be attributed to a monetary 

policy shift that is statistically significant possible indicating the existence of a structural break 

and in addition for the case of Greece this may also be the effect of its EMU membership which 

occurred in January 2001. An exemption to this pattern is China in which inflation persistence 

appears to increase steadily during the 2000s and this is consistent with observed rising inflation 

due to excess demand for goods and services in the Chinese economy.     

The issue of the existence of structural breaks is further pursued with the use of the 

recursive analysis. Since we do not know a priori the exact date that a break has occurred in each 

inflation series we provide recursive coefficients estimates. With this approach we are able to 
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trace the evolution of the persistence coefficient since in each step we add one more observation 

to the estimated regression. Figures 4.1-4.5 show the recursive regression of an AR(1) model 

where we begin with a small sample of 3 years and add one quarter at a time until we have 

reached the full sample. The recursive coefficient estimates suggest that although there is no 

movement outside the critical values of the 5 percent standard error bands, persistence increases 

till the mid-1990s and in addition we observe that the speed of convergence of the AR(1) 

coefficient to its long-run value is very high. Therefore, the evidence drawn from both the rolling 

regression and recursive estimations is overall consistent with that obtained from our time-

varying coefficient estimations.   

 

5.  Conclusions and Policy Implications 

In this paper we investigate the issue of inflation persistence for thirty developed and 

emerging economies using quarterly data over the period 1958-2007. Inflation is a key 

macroeconomic variable and it has received a great deal of attention over the last twenty years. 

However, controversy remains about its stochastic properties and especially persistence. 

Although the degree of inflation persistence is an important issue equally significant is the 

investigation whether persistence has changed over time providing evidence of lower inflation in 

the future. Knowledge of the degree of inflation persistence as well as shifts in persistence has 

important implications for the conduct of monetary policy. Specifically, it is well documented in 

the relevant literature that in order to evaluate the response of inflation to monetary conditions 

and to determine the short-run trade-off between inflation and output the degree of inflation 

persistence is significant variable. Our analysis offers the opportunity to provide further insights 

to the effectiveness of changes in monetary policy to affect inflation persistence. Furthermore, 
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the use of a large set of developed and emerging economies allow us to make cross-country 

comparisons.  

The analysis was conducted within a model-free framework and using a battery of 

econometric techniques we provide an assessment of inflation persistence, shifts in persistence 

and temporal stability of our estimates. Initially we analyzed the stochastic properties of inflation 

series and we found that they follow an I(1) process with the exception of Germany and the 

Netherlands in which cases we conclude that inflation rates are stationary. The next step of our 

analysis is the estimation of ARMA models and this procedure led to the identification of a value 

of the sum of the AR coefficients greater than 0.9 for most of the countries examined and this is 

taken as evidence of high inflation persistence. Furthermore, fitting ARFIMA models in the data 

provided us with more flexibility in studying the statistical properties of inflation and we show 

that in most cases the I(1) and/or I(0) polar cases are rejected in favor of a value of d higher than 

0.5 but less than one indicating nonstationarity but mean reverting behavior. We then applied the 

Hansen (1999) grid-bootstrap Median Unbiased approach to correct for small sample inefficiency 

of the OLS estimates of the AR parameter measuring inflation persistence. We coupled the 

efficient OLS estimates with the calculation of the 95 percent symmetric confidence intervals for 

the autoregressive coefficient which have correct first-order asymptotic coverage as suggested by 

Romano and Wolf (2001).  

  The issue of the constancy over time of the parameters of the estimated AR models was 

then considered. Such an analysis was considered equally important since over a long period of 

time we expect that there will be changes in the structural characteristics of an economy or 

changes in the monetary regime leading to inflation persistence becoming time-varying. This 

issue was analyzed with four alternative approaches. First, formal tests for changes in persistence 
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have shown that we obtain clear evidence for the null hypothesis of no change in persistence for 

Belgium, China, Denmark, France, Germany, Greece, Korea, Luxembourg, Malaysia and 

Thailand. Second, in order to take account the issue of time-varying inflation persistence we 

adopt the recently developed approach by Beechey and Österholm (2007, 2009), and we 

estimated an AR(1) model allowing the autoregressive parameter to follow a random walk 

process. The model was estimated with maximum likelihood using the Kalman filter approach, 

with the autoregressive term treated as the unknown state variable. The results reveal that there is 

substantial time-variation in the autoregressive coefficient. Moreover, while the coefficient is 

generally large and suggestive of persistent behavior it is typically in a range below one although 

it can be observed that the parameter does approach the value of one and sometimes exceeds the 

value of unity. Finally, using rolling regressions and recursive analysis as alternative means for 

the influence of structural breaks and therefore evidence of instability in our estimated 

persistence parameter we show that for a number of countries there is a tendency for a decrease 

in persistence in the late 1990s and during the 2000s and this continuous downturn may be the 

result of a shift in monetary policy leading to the possible existence of a structural break.   

The overall evidence from our analysis suggest that for almost all the countries examined, 

inflation persistence is high and has not changed significantly over the years. These findings are 

in line with those of  Levin and Pigger (2002) O‟Reilly and Wheelan (2005), Batini (2006), 

Pivetta and Reis (2007) and Beechey and Österholm (2007, 2009). In case of the European 

countries we find evidence that over the last forty years inflation persistence has changed very 

little and despite of the shifts in monetary policy during that period the persistence coefficients 

have been quite stable. This evidence may lead to arguments against the validity of the Lucas 

critique of reduced-form models. With respect to the four Latin American countries in our 
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sample, we note that major monetary policy shifts at the end of 1980s, the end of fiscal 

dominance and the adoption of inflation targeting along with the financial liberalization process 

in the 1990s and 2000s possibly led to a lowering of inflation persistence and this finding could 

provide support to the Lucas critique as opposed to the Euro area and even more to the EMU 

inflation stance. Finally, looking into the case of the Southeast Asian countries and China we 

understand that inflation persistence has remained high and fairly stable although for the latter an 

increase in inflation has been detected possibly due to substantial increase in demand for goods 

and services.                 
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Table 1. Unit Roots Tests 
Variables (MZ) ADF DF-GLS MZa MZt MAIC lag 

Argentina -3.11** -2.69*** -13.05** -2.55** 2 

Australia -2.36 -2.02** -7.15* -1.89* 3 

Austria -2.35 -0.52 -0.29 -0.29 13 

Belgium -2.15 -1.48 -3.92 -1.33 5 

Brazil -1.83 -1.81* -7.51* -1.92* 5 

Canada -1.98 -1.68* -4.91 -1.54 3 

Chile -2.69* -2.57*** -18.44*** -3.03*** 9 

China -1.86 -0.76 -1.47 -0.84 4 

Denmark -1.54 -0.93 -1.28 -0.76 11 

Finland -1.90 -1.82* -6.05* -1.70* 13 

France -1.64 0.06 0.32 0.49 3 

Germany -6.69*** -5.62*** -28.84*** -3.80*** 0 

Greece -1.97 -1.63* -2.35 -1.05 7 

Ireland  -2.13 -2.09** -5.23 -1.61 7 

Italy -1.60 -1.98** -4.56 -1.51 10 

Japan -1.64 -0.89 -1.16 -0.72 11 

Korea -1.57 -1.56* -3.78 -1.35 11 

Luxembourg -2.50 -0.87 -1.58 -0.74 14 

Malaysia -2.88** -1.44 -3.49 -1.29 11 

Mexico -1.60 -1.57 -4.76 -1.53 11 

Netherlands -3.24** -1.70* -4.05 -1.41 12 

New Zealand -1.59 -1.03 -2.01 -0.98 10 

Philippines -2.82* -1.22 -2.37 -1.08 11 

Portugal -1.60 -0.96 -1.84 -0.95 14 

Singapore -4.84*** -1.10 -1.84 -0.80 11 

Spain -1.53 -1.29 -3.21 -1.26 7 

Sweden -1.90 -1.48 -3.02 -1.23 7 

Thailand -3.65*** -2.85*** -15.31*** -2.75*** 3 

UK -1.97 -1.41 -3.54 -1.31 11 

US -2.04 -2.05** -6.44* -1.78* 12 

 

With the exception of the Augmented Dickey Fuller (ADF) test, all tests use GLS detrending.  All tests include a constant but no trend as no series are 

trended.  

The 10%, 5% and 1% critical values for the ADF test are -2.58, -2.89 and -3.50. The number in parentheses is the lag length used.  

he 10%, 5%, and 1% critical values for the Elliot, Rotenberg, and Stock (1996) DF-GLS test are -1.62, -1.94, and -2.59.   

The MZa and the MZt statistics are the Ng and Perron (2001) GLS versions of the Phillips-Perron tests.  

The 10, 5% and 1% critical values for the  MZa test -5.7, -8.1, and  -13.8.   

The 10, 5% and 1% critical values for the MZt test are  -1.62, -1.98, -2.58.  See Ng and Perron (2001, Table 1) 

The last column indicates the number of lags included in the test, which was selected by modified AIC criterion. 

*, **, *** indicate significance at the 10%, 5%, and 1% level respectively.  
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            Table 2. ARMA(1,1) Estimates 
Country AR(1) MA(1)  d  

Argentina Inflation 0.89 -0.43 0.597 

Australia Inflation 0.96 -0.64 0.719 

Austria Inflation 0.97 -0.89 0.718 

Belgium Inflation 0.95 -0.59 0.796 

Brazil Inflation 0.82 -0.25 0.724 

Canada Inflation 0.96 -0.66 0.879 

Chile Inflation 0.94 -0.38 1.220 

China Inflation 0.96 -0.52 0.685 

Denmark Inflation 0.98 -0.83 0.571 

Finland Inflation 0.94 -0.54 0.853 

France Inflation 0.97 -0.57 0.713 

Germany Inflation 0.96 -0.80 0.396 

Greece Inflation 0.97 -0.86 0.447 

Ireland Inflation 0.96 -0.73 0.747 

Italian Inflation 0.95 -0.46 0.734 

Japan Inflation 0.95 -0.68 0.657 

Korea Inflation 0.88 -0.50 0.784 

Luxembourg 0.95 -0.67 0.812 

Malaysia Inflation 0.83 -0.47 0.376 

Mexico Inflation 0.87  0.690 

Netherlands Inflation 0.92 -0.88 0.129 

New Zealand Inflation 0.93 -0.50 0.558 

Philippines Inflation 0.75 -0.32 0.199 

Portugal Inflation 0.98 -0.78 0.637 

Singapore Inflation 0.78 -0.33 0.324 

Spain Inflation 0.97 -0.71 0.568 

Sweden Inflation 0.97 -0.78 0.584 

Thailand Inflation 0.78 -0.24 0.500 

UK Inflation 0.95 -0.67 0.638 

US Inflation 0.93 -0.46 0.889 

                                                    Note: The value of d is the exact Whittle estimator (Shimotsu, 2007; 

                                                    Shimotsu and Phillips, 2005, 2006).   
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Table 3. OLS and ARFIMA(1, d ,1) Estimates   
Country OLS 

AR(1) 

ARFIMA Country OLS 

AR(1) 

ARFIMA 

  AR(1)  d  MA(1)   AR(1)  d  MA(1) 

Argentina 0.688 -0.1181 0.6696 -0.0968 Netherlands 0.04 -0.902 0.0756 0.8582 

Australia 0.656 -0.1143 0.717 -0.3173 New Zealand 0.734 0.4379 0.7888 -0.7445 

Austria 0.106 0.0277 0.5852 -0.6624 Philippines 0.501 -0.9891 0.5178 0.9327 

Belgium 0.693 -0.0363 0.7704 -0.3862 Portugal 0.611 0.1417 0.8802 -0.7569 

Brazil 0.88 0.2483 0.5046 0.2824 Singapore 0.552 -0.9916 0.5878 0.9354 

Canada 0.728 0.1946 0.8326 -0.6321 Spain 0.592 -0.9879 0.4784 0.8764 

Chile 0.856 0.1228 0.9298 -0.4395 Sweden 0.493 0.0687 0.6646 -0.5484 

China 0.76 -0.3647 0.7806 -0.0026 Thailand 0.64 0.9054 -0.3306 -0.0359 

Denmark 0.416 -0.0889 0.562 -0.349 United Kingdom 0.569 0.0015 0.6638 -0.4048 

Finland 0.742 -0.3698 0.4878 0.4309 United States 0.773 -0.5282 0.48 0.8700 

France 0.704 0.1610 0.8224 -0.6398      

Germany 0.178 0.0867 0.4826 -0.4635      

Greece 0.146 -0.9971 0.2886 0.9390      

Ireland 0.589 0.0922 0.7728 -0.6101      

Italy 0.846 0.3223 0.8534 -0.6071      

Japan 0.520 -0.1846 0.6168 -0.2432      

Korea 0.60 -0.3319 0.400 0.4166      

Luxembourg 0.575 -0.0786 0.7886 -0.4702      

Malaysia 0.489 -0.1171 0.3922 0.1038      

Mexico 0.873 0.0053 0.6222 0.1927      

Note: OLS estimates refer to full-sample univariate estimates of the AR(1) from an OLS regression.   
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Table 4. Median Unbiased Estimators and Sub-Sampling Confidence Intervals  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

          Note: Mean Unbiased Estimators of the AR coefficient are estimated using the Hansen (1999) grid-bootstrap method and            

          the 95% percent symmetric confidence intervals for the autoregressive coefficient are calculated using the Romano and               

         Wolf (2001) approach.    

 

Country Grid Bootstrap Sub Sampling Country Grid Bootstrap Sub Sampling 

Argentina 0.79 

(0.69,0.95) 

 

(0.64,0.94) 

Japan 0.82 

(0.70,1.02) 

 

(0.63,1.00) 

Australia 0.86 

(0.77,1.03) 

 

(0.74,0.99) 

Korea 0.77 

(0.66,1.02) 

 

(0.57,0.99) 

Austria 0.75 

(0.60,1.04) 

 

(0.47,1.02) 

Luxembourg 0.85 

(0.75,1.04) 

 

(0.71,0.99) 

Belgium 0.89 

(0.80,1.04) 

 

(0.76,1.01) 

Malaysia 0.62 

(0.47,0.83) 

 

(0.40,0.83) 

Brazil 0.91 

(0.84,1.05) 

 

(0.79,1.03) 

Mexico 0.90 

(0.84,1.01) 

 

(0.80,1.00) 

Canada 0.89 

(0.81,1.04) 

 

(0.70,1.08) 

Netherlands 0.17 

(-0.12,0.54) 

 

(-0.25,0.60) 

Chile 0.91 

(0.85,1.02) (0.79,1.03) 

New Zealand 0.88 

(0.81,1.03) 

 

(0.77,1.00) 

China 0.90 

(0.82,1.05) 

 

(0.77,1.03) 

Philippines 0.51 

(0.35,0.72) 

 

(0.35,0.67) 

Denmark 0.80 

(0.67,1.04) 

 

(0.57,1.02) 

Portugal 0.86 

(0.76,1.04) 

 

(0.67,1.04) 

Finland 0.88 

(0.80,1.03) 

 

(0.76,0.99) 

Singapore 0.62 

(0.47,0.82) 

 

(0.45,0.78) 

France 0.94 

(0.89,1.04) 

 

(0.85,1.03) 

Spain 0.88 

(0.80,1.04) 

 

(0.74,1.02) 

Germany 0.46 

(0.03,1.08) 

 

(0.14,0.61) 

Sweden 0.80 

(0.68,1.02) 

 

(0.60,1.01) 

Greece 0.77 

(0.65,1.02) 

 

(0.55,0.98) 

Thailand 0.72 

(0.58,0.92) 

 

(0.53,0.90) 

Ireland 0.86 

(0.76,1.04) 

 

(0.71,1.00) 

UK 0.84 

(0.75,1.01) 

 

(0.67,1.01) 

Italy 0.92 

(0.86,1.04) 

 

(0.82,1.02) 

US 0.86 

(0.79,1.00) 

 

(0.74,0.99) 
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Table 5 

Application of tests to Inflation series: Test of change in persistence: I(0) to I(1) or I(1) to I(0) 

Series T MS 
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min 
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min 
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5% 
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M
mMX  

min 

10% 
M
mMX  

min 

5% 

Argentina Inflation 200 36.88*** 130.03*** 269.48*** 111.71*** 588.63*** 1186.85*** 111.71*** 588.63*** 1186.85*** 

I(0)-I(1) estimated date  

 1974Q3 

 16.23*** 36.87*** 95.92*** 75.90*** 320.46 *** 730.43*** 62.04*** 247.38*** 573.34*** 

I(1)-I(0) estimated date  

1991Q3 

 11.03*** 21.85*** 60.24*** 61.98*** 247.24*** 572.38*** 48.93*** 183.27*** 430.57*** 

Australia Inflation 200 12.20*** 48.23*** 105.12*** 21.63*** 62.62*** 134.82*** 21.63*** 62.62*** 134.82*** 

I(0)-I(1) estimated date  

 1970Q2 

 4.41* 10.12*** 29.23*** 16.61*** 41.34 *** 96.78*** 14.48*** 34.64*** 82.03*** 

I(1)-I(0) estimated date  

1976Q4 

 2.74 5.39** 16.43* 14.47*** 34.63*** 81.94*** 12.31*** 28.22*** 67.46*** 

Austria Inflation 200 4.09* 11.40*** 30.35*** 6.44** 9.76** 26.46** 6.44** 11.40** 30.35** 

I(0)-I(1) estimated date  

 1991Q2 

 3.60* 9.36** 25.83** 5.48** 7.58** 21.62** 5.31* 8.58** 23.92** 

I(1)-I(0) estimated date  

1967Q4 

 3.39 8.62** 24.02** 5.04** 6.80** 19.54** 4.91* 7.77** 21.77* 

Belgium Inflation 200 2.14 3.61* 12.11 40.32*** 92.48*** 194.55*** 40.32*** 92.48*** 194.55*** 

I(0)-I(1) estimated date  

 1972Q2 

 1.13 1.36 5.45 33.87*** 70.29*** 156.28*** 30.93*** 62.54*** 140.10*** 

I(1)-I(0) estimated date  

1985Q1 

 0.84 0.91 3.81 30.91*** 62.53*** 140.00*** 27.78*** 54.63*** 123.12*** 

Brazil Inflation 111 18.37*** 86.84*** 182.12*** 925.17*** 2263.73*** 4535.90*** 925.17*** 2263.73*** 4535.90*** 

I(0)-I(1) estimated date  

 1963Q2 

 

 5.88** 15.11*** 43.44*** 516.65*** 905.15*** 2181.90*** 381.26*** 612.70*** 1514.55*** 

I(1)-I(0) estimated date  

1973Q4 

 3.44 7.31** 22.78** 380.62*** 612.18*** 1510.75*** 266.54*** 389.79*** 983.53*** 

Canada Inflation 200 3.74* 8.89** 26.60** 29.47*** 76.47*** 162.52*** 29.47*** 76.47*** 162.52*** 
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I(0)-I(1) estimated date  

 1997Q4 

 2.62 5.16** 17.02* 26.97*** 66.52*** 145.41*** 25.76*** 62.69*** 137.56*** 

I(1)-I(0) estimated date  

1982Q3 

 2.22 4.11* 13.91* 25.75*** 62.68*** 137.51*** 24.39*** 58.52*** 128.82*** 

Chile Inflation 200 54.93** 258.32*** 526.23*** 176.49*** 1220.85*** 2451.28*** 176.49*** 1220.85*** 2451.28*** 

I(0)-I(1) estimated date  

 1972Q2 

 17.50*** 44.59*** 124.70*** 96.24*** 470.18*** 1144.34*** 70.14*** 313.22*** 782.56*** 

I(1)-I(0) estimated date  

1993Q4 

 10.22*** 21.49*** 65.20*** 70.02*** 312.95*** 780.51*** 48.32*** 195.61*** 499.29*** 

China Inflation 108 0.64 0.35 1.86 4.49* 8.03** 22.66** 4.49 8.03** QQ 

I(0)-I(1) estimated date  

 1974Q4 

 0.29 0.10 0.68 4.04* 6.80** 19.84** 3.82 6.33* 18.57* 

I(1)-I(0) estimated date  

1963Q2 

 0.20 0.06 0.43 3.82* 6.33** 18.56** 3.58 5.83* 17.17* 

Denmark Inflation 200 2.43 3.56* 11.96 47.08*** 111.41*** 232.42*** 47.08*** 111.41*** 232.42*** 

I(0)-I(1) estimated date  

 1997Q3 

 1.69 2.03 7.55 44.25*** 101.07*** 215.03*** 42.84*** 96.97*** 206.85*** 

I(1)-I(0) estimated date  

1986Q2 

 1.42 1.61 6.13 42.84*** 96.96*** 206.79*** 41.25*** 92.42*** 197.57*** 

Finland Inflation 200 7.93*** 24.94*** 57.65*** 23.85*** 58.14*** 125.85*** 23.85*** 58.14*** 125.85*** 

I(0)-I(1) estimated date  

 1973Q2 

 5.50** 14.21*** 36.35*** 17.45*** 35.56*** 85.01*** 14.83*** 28.85*** 69.89*** 

I(1)-I(0) estimated date  

1983Q3 

 4.63** 11.25*** 29.54*** 14.82*** 28.84*** 69.80*** 12.24*** 22.64*** 55.45*** 

France Inflation 200 7.25** 18.19*** 44.16*** 24.68*** 52.69*** 114.08*** 24.68*** 52.69*** 114.08*** 

I(0)-I(1) estimated date  

 1979Q1 

 1.23 1.20 4.75 20.20*** 38.44*** 88.69*** 18.19*** 33.61*** 78.22*** 

I(1)-I(0) estimated date  

1985Q2 

 0.54 0.39 1.74 18.18*** 33.60*** 78.15*** 16.08*** 28.77*** 67.42*** 

Germany Inflation 67 0.08 0.04 0.25 19.67*** 29.45*** 66.37*** 19.67*** 29.45*** 66.37*** 

I(0)-I(1) estimated date  

 1971Q2 

 0.05 0.02 0.12 17.16*** 23.76*** 55.91*** 15.98*** 21.68*** 51.33*** 

I(1)-I(0) estimated date  

1960Q4 

 0.04 0.01 0.09 15.98*** 21.68*** 51.30*** 14.70*** 19.50*** 46.39*** 

Greece Inflation 200 2.80 3.22 13.55* 60.34*** 689.75*** 1389.10*** 60.34*** 689.75*** 1389.10*** 

I(0)-I(1) estimated date  

 1997Q4  

 2.27 2.33 10.41 58.48*** 656.56*** 1335.46*** 57.53*** 642.92*** 1309.49*** 
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I(1)-I(0) estimated date  

1970Q1 

 2.06 2.04 9.24 57.52*** 642.89*** 1309.31*** 56.43*** 627.46*** 1279.42*** 

Ireland Inflation 200 4.52* 19.61*** 47.90*** 34.74*** 87.37*** 184.31*** 34.74*** 87.37*** 184.31*** 

I(0)-I(1) estimated date  

 1972Q4 

 3.22 11.64*** 31.24*** 24.70*** 51.09*** 120.10*** 20.85*** 41.17*** 98.02*** 

I(1)-I(0) estimated date 

1984Q2   

 2.74 9.37** 25.76** 20.66*** 40.64*** 96.85*** 16.97*** 31.73*** 76.45*** 

Italy Inflation 200 16.70*** 52.76*** 113.68*** 99.57*** 694.01*** 1397.62*** 99.57*** 694.01*** 1397.62*** 

I(0)-I(1) estimated date  

 1972Q3 

 5.77** 10.32*** 29.84*** 75.30*** 447.15*** 983.95*** 65.09*** 307.84*** 825.93*** 

I(1)-I(0) estimated date  

1996Q4 

 3.50 5.24** 16.34* 65.04*** 370.69*** 824.93*** 54.82*** 298.54*** 671.47*** 

Japan Inflation 200 4.49* 10.63*** 28.61*** 23.06*** 81.42*** 172.28*** 23.06*** 81.42*** 172.28*** 

I(0)-I(1) estimated date  

 1972Q4 

 3.06 5.89** 17.65** 20.53*** 67.81*** 148.87*** 19.32*** 62.73*** 138.41*** 

I(1)-I(0) estimated date  

1977Q2 

 2.56 4.61* 14.20* 19.31*** 62.72*** 138.34*** 17.99*** 57.31*** 126.98*** 

Korea Inflation 151 0.67 0.88 6.28 63.80*** 329.56*** 668.16*** 63.80*** 329.56*** 668.16*** 

I(0)-I(1) estimated date  

 1985Q3  

 0.35 0.32 2.74 56.20*** 269.90*** 569.69*** 52.60*** 247.90*** 526.14*** 

I(1)-I(0) estimated date  

1969Q2 

 0.25 0.21 1.88 52.58*** 247.86*** 525.85*** 48.65*** 224.64*** 478.91*** 

Luxembourg Inflation 200 1.51 2.28 10.41 27.24*** 76.68*** 162.52*** 27.24*** 76.68*** 162.52*** 

I(0)-I(1) estimated date  

 1997Q4  

 0.84 0.92 4.96 22.31*** 56.00*** 126.44*** 20.10*** 48.98*** 111.56*** 

I(1)-I(0) estimated date  

1983Q4 

 0.64 0.63 3.55 20.09*** 48.97*** 111.46*** 17.78*** 41.94*** 96.20*** 

Malaysia Inflation 200 1.02 1.43 8.69 16.43*** 27.46*** 63.41*** 16.43*** 27.46*** 63.41*** 

I(0)-I(1) estimated date  

 1997Q4  

 0.88 1.13 7.20 11.74*** 16.19*** 41.58*** 13.13*** 19.74*** 48.07*** 

I(1)-I(0) estimated date  

1975Q2 

 0.82 1.03 6.62 9.84*** 12.92*** 33.64*** 12.00*** 17.61*** 43.10*** 

Mexico Inflation 200 112.85*** 380.60*** 770.79*** 7.30** 23.48*** 55.80*** 112.85*** 380.60*** 770.79*** 

I(0)-I(1) estimated date  

 1972Q4 

 79.99*** 224.37*** 499.84*** 1.92 2.88 10.44 67.30*** 177.62*** 406.57*** 

I(1)-I(0) estimated date  

1997Q1 

 68.04*** 180.15*** 411.27*** 0.95 1.17 4.50 54.62*** 136.44*** 316.08*** 
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Netherlands Inflation 200 54.93*** 258.32*** 526.23*** 176.49*** 1220.85*** 2451.28*** 176.49*** 1220.85*** 2451.28*** 

I(0)-I(1) estimated date  

 1980Q4 

 17.50*** 44.59*** 124.70*** 96.24*** 470.18*** 1144.34*** 70.14*** 313.22*** 782.56*** 

I(1)-I(0) estimated date  

1984Q2 

 10.22*** 21.49*** 65.20*** 70.02*** 312.95*** 780.51*** 48.32*** 195.61*** 499.29*** 

New Zealand Inflation 200 10.38*** 51.22*** 111.67*** 31.21*** 106.50*** 222.58*** 31.21*** 106.50*** 222.58*** 

I(0)-I(1) estimated date  

 1974Q3 

 6.44** 24.61*** 61.25*** 18.97*** 48.66*** 119.09*** 15.24*** 37.01*** 91.67*** 

I(1)-I(0) estimated date  

1990Q2 

 5.14** 18.15*** 46.73*** 14.61*** 34.84*** 86.99*** 11.41*** 25.68*** 64.66*** 

Philippine Inflation 200 2.87 12.09*** 32.50*** 8.67*** 25.34*** 60.14*** 8.67** 25.34*** 60.14*** 

I(0)-I(1) estimated date  

 1983Q3  

 2.58 10.29*** 28.47*** 6.86** 17.55*** 44.86*** 7.40** 20.07*** 49.47*** 

I(1)-I(0) estimated date  

1985Q1 

 2.46 9.62** 26.82** 6.07** 15.01*** 38.72*** 6.94** 18.52*** 45.80*** 

Portugal Inflation 200 15.07*** 47.56*** 104.08***  22.96*** 72.54*** 154.56*** 22.96*** 72.54*** 154.56*** 

I(0)-I(1) estimated date  

 1997Q4  

 7.87*** 17.55*** 45.97*** 20.77*** 61.93*** 136.24*** 19.71*** 57.90*** 127.93*** 

I(1)-I(0) estimated date  

1986Q1 

 5.80** 11.60*** 31.82*** 19.70*** 57.90*** 127.87*** 18.53*** 53.56*** 118.75*** 

Singapore Inflation 187 9.38*** 60.82*** 130.98*** 10.25*** 19.12*** 46.46*** 10.25*** 60.82*** 130.98*** 

I(0)-I(1) estimated date  

 1969Q2 

 8.47*** 51.94*** 115.08*** 6.40** 9.11** 25.71** 8.78** 48.44*** 108.19*** 

I(1)-I(0) estimated date  

1970Q4 

 8.07*** 48.64*** 108.57*** 5.00** 6.64** 19.10** 8.25** 44.77*** 100.35*** 

Spain Inflation 200 15.07*** 47.56*** 104.08*** 22.96*** 72.54*** 154.56*** 22.96*** 72.54*** 154.56*** 

I(0)-I(1) estimated date  

 1997Q4 

 7.87*** 17.55*** 45.97*** 20.77*** 61.93*** 136.24*** 19.71*** 57.90*** 127.93*** 

I(1)-I(0) estimated date  

1986Q1 

 5.80** 11.60*** 31.82*** 19.70*** 57.90*** 127.87*** 18.53*** 53.56*** 118.75*** 

Sweden Inflation 200 12.62*** 58.62*** 126.79*** 8.22*** 27.85*** 65.18*** 12.62*** 58.62*** 126.79*** 

I(0)-I(1) estimated date  

 1989Q4 

 7.82*** 28.11*** 69.42*** 5.87** 16.41*** 42.73*** 7.57** 27.58*** 67.34*** 

I(1)-I(0) estimated date  

1967Q4 

 6.24** 20.72*** 52.93*** 4.92** 13.10*** 34.56*** 6.15** 21.25*** 52.49*** 

Thailand Inflation 171 0.35 0.20 3.31 6.13** 10.92** 30.11*** 6.13** 10.92** 30.11** 



 

46 
 

I(0)-I(1) estimated date  

 1990Q1 

 0.24 0.11 2.06 4.17* 5.97** 18.59** 3.47 4.72 14.90 

I(1)-I(0) estimated date  

1966Q4 

 0.20 0.09 1.66 3.41 4.61* 14.60* 2.76 3.53 11.29 

UK inflation 200 5.86** 30.58*** 70.54*** 29.62*** 86.69*** 182.97*** 29.62*** 86.69*** 182.97*** 

I(0)-I(1) estimated date  

 1973Q3 

 4.30* 18.98*** 47.72*** 27.39*** 76.62*** 165.79*** 26.29*** 72.70*** 157.84*** 

I(1)-I(0) estimated date  

1981Q2 

 3.71* 15.57*** 40.02*** 26.28*** 72.69*** 157.78*** 25.05*** 68.40*** 148.92*** 

US Inflation 200 2.40 16.60*** 42.77*** 35.51*** 100.52*** 210.44*** 35.51*** 100.52*** 210.44*** 

I(0)-I(1) estimated date  

 1967Q4 

 0.64 2.18 8.09 32.86*** 89.00*** 190.95*** 31.56*** 84.50*** 181.91*** 

I(1)-I(0) estimated date  

1981Q3 

 0.34 0.94 3.82 31.56*** 84.49*** 181.85*** 30.10*** 79.57*** 171.77*** 
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62 
 

Figure 3.3 
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