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Abstract

The present note is occupied with the issue of generalized Neyman-Pearson optimality, for a testing procedure for the determination of stochastic bounding, that is based on data blocking and the minimization of the Kullback-Liebler divergence, in a time series context of $m$-dependence. Optimality is established via an extension of Sanov’s Theorem on empirical measures for blocks of data of temporal dependence that becomes asymptotically negligible at sufficiently fast rates. A large deviation property for the subsequent to the derivation of the test statistic-BEL estimator, and a corresponding confidence region are also obtained. Key words: Generalized Neyman-Pearson Optimality; Large Deviations Property; Sanov’s Theorem; Contraction Principle; Block Empirical Likelihood Ratio; Maximum BELE; Confidence Region; Conservativeness; Stochastic Dominance; Stochastic Bound; Portfolio analysis.

1 Introduction

The present note is occupied with a notion of fixed critical value optimality for statistical tests about order properties of stochastic dominance relations based on the Empirical Likelihood principle. Specifically, the issue of generalized Neyman-Pearson optimality is investigated, for a testing procedure for the determination of stochastic
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bounding, that is based on data blocking and the minimization of the Kullback-Liebler divergence, in a time series context of a finite horizon temporal dependence.


This is due to that many widely used stochastic dominance relations have characterizations in terms of classes of utility functions (see Fishburn (1976) (18), Levy (1992) (24), Levy (2015) (25), Levy and Levy (2002) (26)). Thereby dominance w.r.t. such a relation implies preference by any utility in the class and vice versa. Hence, order properties of such stochastic dominance relations are directly connected to robust properties of optimal choices w.r.t. sets of preferences.

This note is specifically occupied with the notion of stochastic bounding introduced in Arvanitis, Post and Topaloglou (2021) (5); two sets-not necessarily disjoint-of the order are considered with a view towards the determination of whether the first contains a distribution that dominates every element of the second set. Latency of the underlying distributions, and-given a sample-approximability by the corresponding empirical distributions, enable the construction of statistical test for the determination of the existence of a stochastic bound for the given preorder. Due to the expected utility characterization of the bound, the underlying statistical/econometric model lies in the scope of set identification, as it is comprised by a-potentially infinite-set of moment inequalities.


Thus in order to extend the optimality results in time series settings of temporal dependence, the extension of Sanov’s Theorem in frameworks of stationarity and mixing is required; this is already known, see the results of Bryc and Dembo (1996) (11) and the references therein on appropriately mixing processes that involve supergeometric strong mixing coefficients. In order for those results to be connected to
the ELR principle, the good rate function that appears in those extensions has to be identified as the Kullback-Liebler evaluated at the limiting distribution of the empirical measure and defined over a set of appropriate measures. In this note a first step towards such an identification is provided; in the context of m-dependence (see for example Bradley (1986) (10)) under blocking schemes such that the blocks exhibit temporal dependence that becomes asymptotically negligible at sufficiently fast rates, relative entropies are obtained as good rate functions.

Section 2 establishes some notation and discusses the probabilistic framework. Section 3 establishes the extension of Sanov’s Theorem under m-dependence and a class of appropriate blocking scheme. Section 4 discusses a general stochastic dominance relation, the subsequent notion of stochastic bounding, designs a relevant-asymptotically conservative- Block Empirical Likelihood Test with data dependent rejection regions, and establishes its limit theory. Section 5 derives the generalized Neyman-Pearson optimality for versions of the aforementioned test based on fixed critical values. Section 6 presents the results of a Monte Carlo simulation. Section 7 utilizes the contraction principle in order to obtain a large deviation property for the subsequent to the derivation of the test statistic BEL estimator, and a corresponding confidence region. Section 8 discusses issues of further research.

2 Notation and framework

$U$ is a closed and convex subset of a Polish vector space and $B_U$ its Borel algebra. If $A \subseteq U$, $A^\circ$ denotes its interior, and $\bar{A}$ its closure w.r.t. the underlying topology. $M_1(U)$ denotes the space of Borel probability measures on $B_U$, equipped with the $\tau$-topology; this is generated by $\{\mu \in M_1(U) : |\int f d\mu - x| < \delta, x \in \mathbb{R}, \delta > 0, f \in B(U, \mathbb{R})\}$, with $B(U, \mathbb{R})$ the set of bounded, Borel measurable real valued functions on $U$. By Theorem 1.7.2 of van der Vaart and Wellner (35) the $\tau$-topology concides with the weak topology in $M_1(U)$.

$X := (X_t)_{t \in \mathbb{N}}$ is a stationary process with values in $U$. $b$ denotes a blocking scheme on the process; $b = ((k_t)_{t \in \mathbb{N}}, b)$ where $(k_t)_{t \in \mathbb{N}}$ is a strictly increasing $\mathbb{N}$-valued sequence, and $b : \mathbb{N} \rightarrow \mathbb{N}^\ast$. Then $b(X) := (\frac{1}{b(k_t)} \sum_{j=1}^{b(k_t)} X_{k(t)+j})_{t \in \mathbb{N}}$. If $n \in \mathbb{N}^\ast$, and $X_n := (X_t)_{t \leq n}$ is an $n$-sample from $X$, then $b_n(X) := (\frac{1}{b_n(k_t)} \sum_{j=1}^{b_n(k_t)} X_{k(t)+j})_{t \in \mathbb{N} : k(t)+b_n(k_t) \leq n}$. Given the sample and the blocking scheme consider the empirical cdf $F_{b, n} := \frac{1}{|b_n(X)|} \sum_{i=1}^{|b_n(X)|} \delta_{b_n(X)_i}$, with $|b_n(X)|$ denoting the cardinality of $b_n(X)$, and $\delta_u, u \in U$ denoting the degenerate probability measure at $u$. The strict monotonicity of $(k_t)_{t \in \mathbb{N}}$ implies that as $n \rightarrow \infty$, $|b_n| := |b_n(X)| \rightarrow \infty$.

The question that is addressed in the following section concerns the establishment
of sufficient conditions under which: (a.) the $M_1(U)$, $\tau$-valued sequence $(F_{b,n})_{n \in \mathbb{N}}$, satisfies the Large Deviation Principle (LDP—see for example Dembo and Zeitouni (2009) (15)); this means that there exists a good rate function, i.e. an $I : M_1(U) \to \mathbb{R}$ that is lower semi-continuous and inf-compact (see Ch. 1 of Rockafellar and Wets (2009) (32)) such that for any measurable $A \subseteq M_1(U)$,

$$
- \inf_{\mu \in \bar{A}} I(\mu) \leq \lim_{n \to \infty} \inf \frac{1}{|b_n|} \ln \mathbb{P}(F_{b,n} \in A) \leq \lim_{n \to \infty} \sup \frac{1}{|b_n|} \ln \mathbb{P}(F_{b,n} \in A) \leq - \inf_{\mu \in \bar{A}} I(\mu),
$$

and (b.) whether $I$ can be obtained as the Kullback-Liebler divergence (also known as relative entropy—see for example Cover and Thomas (2006) (14)) partially evaluated at appropriate measures inside $M_1(U)$. Such a characterization is relatable to possible optimality properties of statistical tests constructed via statistics that resemble the relative entropy.

## 3 A Sanov-type theorem with blocking

Whenever $(k_t)$ is the identity, $b$ is constant at 1 and the stationary process is comprised by independent random elements the LDP principle, with rate equal to the Kullback-Liebler divergence evaluated at the stationary measure of the process is provided by the classical Sanov’s Theorem (see Paragraph 3.2 of Dembo and Zeitouni (2009) (15)). A slight extension is provided by the main result of the present section by considering processes that are $m$-dependent and blocking schemes that mix random elements of $X$ producing asymptotically independent blocks at a sufficient rate; the following assumptions are considered—for the notion of $m$-dependence see Bradley (1986) (10), and for the notion of a slowly varying sequence see Paragraph 1.9 in Bingham, Goldie and Teugels (1989) (9):

**Assumption 1.** For some $m \in \mathbb{N}^*$, the process $X$ is stationary $m$-dependent.

$m$-dependence is a restrictive assumption on the dynamics of the process. It can however accommodate time series models that exhibit finite order moving average structures at their conditional moments; e.g. (Vector) MA processes, or the stochastic volatility processes of the form:

$$
y_t = z_t \sqrt{h_t}, \ h(t) = \exp(\omega + \sum_{i=1}^{\bar{m}} \alpha_i u_{t-i});
$$

where, $\bar{m} \leq m$, $\omega, \alpha_i \in \mathbb{R}$, $i = 1, \ldots, m$, $z_t$ are iid with zero mean and unit variance, and the $u_t$ are stationary and $s$-dependent, with $m = s\bar{m}$ and well defined moment generating functions.
Assumption 2. The function \( b \) is bounded. For a real sequence \((\ell_n)_{n \in \mathbb{N}}\) and some \( \mathbb{N}^* \ni m^* \leq m \), \( \sup_{t \leq n} |\{X_{kt+j}, j = 1, \ldots, b(k_t)\} \setminus \{X_{tm-1+j}, j = 1, \ldots, m^*\}| \leq \ell_n \), for large enough \( n \), with \( \ell_n = o(|b_n|) \), and \( |b_n(X)| \sim \lfloor n/m^* \rfloor \).

The assumption restricts the blocking scheme in such a way so that the dependence between the blocks vanishes at a rate that is dominated by the rate that appears in the LDP that is sought. The blocks’ sequence can thus be approximated by a sequence of independent random elements-with stationary distribution that resides in \( M_1(U) \), enabling the identification of the rate function at work via the classical form of the Sanov’s Theorem.

The following result is thus obtained:

Theorem 1. Under Assumptions 1, and 2, the LDP in (9) holds for the empirical measures \((\mathbb{F}_{b,n})_{n \in \mathbb{N}^*}\), with \( I(\mu) := \text{KL}(Q_{m^*} \| \mu) \), with \( Q_{m^*} \) the stationary distribution of the random element \( \frac{1}{m^*} \sum_{i=1}^{m^*} X_{i-1} \), with \( m^* \) as in Assumption 2.

Proof. Notice first that the boundedness of \( b \) along with Assumption 1 imply that the blocking process \( b(X) \) is also \( 2l \)-dependent for \( l \leq \max(m, \max_t b(t)) \). Hence it is also \( \alpha \)-mixing (see Bradley (1986) (10)), that conforms to Proposition 2 of Bryc and Dembo (1996) (11). Thereby, by Theorem 1 of Bryc and Dembo (1996) (11), and Theorem 1.12.4 of van der Vaart and Wellner (1996) (36), the LDP holds with good rate function given by \( I(\mu) := \sup_{f \in B(U, \mathbb{R})} (\int_U f \, d\mu - \Xi(f)) \), with \( \Xi(f) := \lim_{n \to \infty} \frac{1}{|b_n|} \ln \mathbb{E}(\exp(\sum_{j=1}^{b_n} f(b_n(X,j)))) \). Then, due to Assumptions 1 and 2,\[ \mathbb{E}(\exp(\sum_{j=1}^{b_n} f(b_n(X,j)))) = \mathbb{E}[|n/m^*|^{A_n}], \]

where \( A_n \leq 2\ell_n \max_{u \in U} f(u) \). Due to Assumption 2, \( \exp(A_n) = 1 + o(1) \). The result then follows as in the proof of the classical Sanov’s Theorem (see Theorem 6.2.10 of Dembo and Zeitouni (1992) (15)). Specifically, via the Donsker-Varadhan variational representation of the Kullback-Liebler divergence.

Remark 1. When \( m^* = m = 1 \) the original Sanov’s Theorem is retrieved even with blocking that becomes asymptotically negligible sufficiently fast.

Remark 2. The result supports blocking schemes that eventually recover \( m \) and adapt accordingly.

Remark 3. Using conditional arguments, it is be possible to prove an analogous result for \( m \) stochastic, yet independent of \( X \), that converges a.s. to some positive integer as
As $n \to \infty$. The LDP rate and the good rate function would be identical to the current result. This could be relevant to the recovery of $m$ via out of sample statistical inference.

Remark 4. A similar to the previous remark extension, can be established by allowing for the blocking scheme to be stochastic. The results would remain intact if the blocking scheme is independent of the sample, and it obeys the rate restrictions that appear in Assumption 2 in probability.

4 A test for stochastic bounding

$U$ is henceforth considered a subset of $\mathbb{R}^d$. The random vector $X_t$ represents some uncertain economic phenomenon occurring at time $t$; e.g. the one period stationary returns of $d$ financial assets, and $U$ is the support of its joint distribution, say $\mathbb{P}$.

A prospect on $X$ is any real linear function on $\mathbb{R}^d$. Hence it is represented by a unique element of the latter due to the Riesz representation theorem-see for example Aliprantis and Border (2006) (1). In the context of financial returns any prospect can be perceived as a financial portfolio constructed by the assets that participate in $X$; the elements of its representing vector are the respective portfolio weights.

Alternative prospects are evaluated via expected utility, using utility functions $u : \mathbb{R} \to \mathbb{R}$ that are increasing, continuous, and concave. Instead of specifying a particular functional form, a uniformly bounded and convex set of continuous functions, say $\mathcal{U}$, is considered for the analysis.

The analysis involves two sets of prospects $\Lambda, K \subseteq \mathbb{R}^d$. They need not be disjoint, and they are both considered convex and compact. In what follows $\lambda, \kappa$ denote typical elements of $\Lambda$ and $K$ respectively.

The above enable the definition of a stochastic dominance relation on the sets of prospects, via $\mathcal{U}$: in the stationary framework considered, $\lambda$ is said to dominate $\kappa$ w.r.t. the utility class $\mathcal{U}$ iff $\mathbb{E}(u(\lambda'X_0)) \geq \mathbb{E}(u(\kappa'X_0))$, $\forall u \in \mathcal{U}$; i.e. $\lambda$ is preferred over $\kappa$-in the expected utility paradigm-by every utility in the considered class. The generality of the particular framework implies that it incorporates several of the widely known stochastic dominance relations; e.g. when $\mathcal{U}$ is the set of the Russell-Seo utilities-see Russell and Seo (1989) (33), and $U$ is compact, the second order stochastic dominance relation is retrieved.

In this context, a stochastic bound of $K$, is any prospect-not necessarily inside $K$, that dominates every prospect in $K$-see Arvanitis, Post and Topaloglou (2021) (5). It may be of interest to inquire whether $\Lambda$ contains a stochastic bound of $K$; the analysis in the aforementioned paper and the present framework imply that this is
the case iff

\[ \xi(\mathbb{P}) := \sup_{\lambda \in \Lambda} \inf_{\kappa \in K, u \in \mathcal{U}} D(u, \lambda, \kappa, \mathbb{P}) \geq 0, \]

with \( D(u, \lambda, \kappa, \mathbb{P}) \) denoting the "moment differential"-or the expected utility difference \( \mathbb{E}(u(\lambda'X_0)) - \mathbb{E}(u(\kappa'X_0)) \); whenever \( \mathcal{U} \) is the set of the Russell-Seo utilities-see Russell and Seo (1989) (33), and \( \mathcal{U} \) is compact, the differentials can be represented via differences of appropriate integrals of the underlying cdfs.

In order to avoid (manageable-see Arvanitis and Post (2023) (8)) complications with potential infinities for the number of moment differentials that are zero at bounds when bounds exist, we hereafter assume that \( \Lambda \) is finite, and that \( \mathcal{K} \) and \( \mathcal{U} \) are polyhedral, so that the analysis can be restricted due to convexity on the finite set of their extreme points. In order for notational clutter to be avoided, the \( \mathcal{K} \) and \( \mathcal{U} \) symbols are also hereafter used for the respective finite sets of extreme points.

The latency of \( \mathbb{P} \), along with the availability of the sample \( X_n \), imply that the above question on the existence of a bound, can be expressed via the hypothesis structure, \( H_0 : \xi(\mathbb{P}) \geq 0 \) vs \( H_1 : \xi(\mathbb{P}) < 0 \), which can be tested statistically.

Given the blocking scheme \( b \), a potential test statistic is the Block Empirical Likelihood Ratio (BELR) which is defined as follows: for \( Q_{b,n} \) denoting the solution to the optimization problem

\[
\min_{\lambda \in \Lambda} \min_{Q \in M_1(\mathcal{U})} \text{KL}(F_{b,n}||Q), \text{ s.t. } \inf_{u \in \mathcal{U}, \kappa \in \mathcal{K}} D(u, \lambda, \kappa, Q) \geq 0. \tag{2}
\]

the statistic is \( \text{ELR}_{b,n} := 2\text{KL}(F_{b,n}||Q_{b,n}) \).

The finiteness of \( \Lambda \) implies that the numerical aspects of the above optimization problem are not particularly complicated; for each \( \lambda \) the optimization of a profile likelihood-see for example Section 3.1 of Canay (2010) (12)-in order to obtain the optimal Lagrange multipliers vector is a problem of convex programming. Given its' solution for each \( \lambda \), the determination of \( Q_{b,n} \) is straightforward. In particular, the variational representation of the \( \text{ELR}_{b,n} \) statistic is:

\[
2 \min_{\lambda \in \Lambda} \max_{\mu \in \mathbb{R}^{\#(\mathcal{U}\times \mathcal{K})}} \sum_{j=1}^{[n/m^*]} \log(1 + \mu'(u(1/m^*)'X_{j,i-1}) - u(1/m^*)'X_{j,i-1})), \tag{3}
\]

where \( X_{j,i} \) denotes the \( i \)th element of the \( j \)th block.

A decision procedure could be then constructed as follows: given a significance level \( \alpha \in (0,1) \), let \( c_n \) be a random variable that converges in probability to a non-stochastic limit that is greater than or equal to the \( 1 - \alpha \) quantile of the null limiting distribution of \( \text{ELR}_{b,n} \).
The rejection regions designated by \( c_n \) is indicatively constructed by a modification of the conservative approach of Arvanitis and Post (2023) (7). Other procedures based on subsampling or block bootstrap resampling are also possible—see for example Canay (2010) (12) for an analogy in the iid setting.

Specifically, \( c_n \) is connected to the \( 1 - \alpha \) quantile of a \( \chi^2 \) distribution with degrees of freedom equal to the latent number \( N(\mathbb{P}, \lambda) \) of non-trivial contacts of elements of the set of maximizers—see the following theorem—under the null of \( \inf_{u \in \mathcal{U}, \kappa \in \mathcal{K}} D(u, \lambda, \kappa, \mathbb{P}) \); there \( N(\mathbb{P}, \lambda) \) is the cardinality of the "contact" set \( \text{CS}(\mathbb{P}, \lambda) := \{(u, \lambda, \kappa) : D(u, \lambda, \kappa) = 0, \var{\mathbb{P}}(u(\lambda X_0) - u(\kappa' X_0)) > 0\} \). This latent number of degrees of freedom can be asymptotically approximated from below via the number of empirical moment conditions that are approximately binding via the number of empirical moment conditions that are approximately binding—expected—asymptotically conservative as well as consistent:

Given the present assumption framework it can be also seen that \( N(\mathbb{P}, \lambda) \) can be also consistently estimated by \( \{(u, \lambda, \kappa) : |D(u, \lambda, \kappa, \mathbb{P}_n)| \leq m_n, \var{\mathbb{P}_n}(u(\lambda X_0) - u(\kappa' X_0)) > 0\} \). Then the decision rule is that \( H_0 \) is rejected iff \( \text{ELR}_{b,n} > c_n \), where \( c_n \) is finally the \( 1 - \alpha \) quantile of the \( \lambda^2_{N(\mathbb{Q}_{b,n}, \lambda, m_n)} \) distribution, and the construction of the rejection region signals limiting conservatism.

The following result derives the limit theory of the testing procedure described above. There, for an arbitrary non-empty \( B \subset \mathcal{U} \times K \), \( \mathcal{L}(\mathcal{P}, \lambda, B) \) denotes the matrix

\[
\text{Cov}_{\mathbb{P}} \left[ \left( u(\lambda X_0) - u(\kappa' X_0) \right)_{(u, \kappa) \in B}, \left( u^*(\lambda' X_0) - u^*(\kappa' X_0) \right)_{(u^*, \kappa') \in B} \right]
\]

The test is—expected—asymptotically conservative as well as consistent:

**Theorem 2.** Suppose that Assumptions 1 and 2 hold with \( m^* = m \). Furthermore, (a) \( U \) is compact, (b) there exists some \( \epsilon > 0 \) such that,

\[
\inf_{\lambda \text{ is a bound}} \lambda_{\min}( \mathcal{L}(\mathbb{P}, \lambda, \text{CS}(\mathbb{P}, \lambda))) > \epsilon,
\]

where \( \lambda_{\min}( \mathcal{L}(\mathbb{P}, \lambda)) \) denotes the matrix’s minimum eigenvalue, and, (c) the slacks satisfy \( m_n \to 0 \), while, \( \sqrt{m_n} \to +\infty \) almost surely.
Then, the following hold: (i)

\[ \text{ELR}_{b,n} \sim \begin{cases} 
\inf_{\lambda \text{ is a bound}} \inf_{v \in \mathbb{R}^+_{\mathbb{Z}}} (C(\lambda) - v)' \mathcal{V}_C^{-1} (C(\lambda) - v), & H_0 \land \sum_{\lambda \text{ is a bound}} N(\mathbb{P}, \lambda) \neq 0 \\
0, & H_0 \land \sum_{\lambda \text{ is a bound}} N(\mathbb{P}, \lambda) = 0, \\
+\infty, & H_1
\end{cases} \]

where \( C(\lambda) \) is a zero-mean Gaussian vector with covariance matrix

\[ \mathcal{V}_C := \mathcal{L} + 2 \sum_{t=1}^m \mathbb{E} \left[ (u(\lambda'X_0) - u(\kappa'X_0))(u, \kappa) \in CS(\mathbb{P}, \lambda) \left( u^* \left( \lambda'X_t \right) - u^* \left( \kappa'X_t \right) \right) \right] \).

(ii) Under \( H_0 \land \sum_{\lambda \text{ is a bound}} N(\mathbb{P}, \lambda) \neq 0 \),

\[ \lim_{n \to \infty} \sup_n \mathbb{P}(\text{ELR}_{b,n} \geq c_n) \leq \alpha, \]  

while under \( H_0 \land \sum_{\lambda \text{ is a bound}} N(\mathbb{P}, \lambda) = 0 \),

\[ \lim_{n \to \infty} \mathbb{P}(\text{ELR}_{b,n} \geq c_n) = 0; \]

(iii) Finally, under \( H_1 \),

\[ \lim_{n \to \infty} \mathbb{P}(\text{ELR}_{b,n} \geq c_n) = 1. \]

Proof. (4) follows as in the proof of Theorem 4.2.1 of Arvanitis, Post, Poti and Karabati (2021) (6) combined regarding the contact set calculus with the proof of Proposition 4.1.2 of Arvanitis, Post and Topaloglou (2021) (5). Consider the case \( H_0 \land \sum_{\lambda \text{ is a bound}} N(\mathbb{P}, \lambda) \neq 0 \); uniformly w.r.t. the \((u, \kappa) \in CS(\mathbb{P}, \lambda)\) and the set of stochastic bounds, it is found that, due to the definition of slacks and the Birkhoff’s ULLN, \( \mathbb{E}_{Q_{b,n}} [u(\lambda'X_0) - u(\kappa'X_0)] > m_n \), eventually, almost surely. Using Skorokhod representations, we also have that, since \( \sqrt{nm_n} \) diverges to infinity almost surely, uniformly w.r.t. the elements of the contact sets, \( |\sqrt{nm_n} [u(\lambda'X_0) - u(\kappa'X_0)]| \leq \sqrt{nm_n} \), eventually, almost surely. The previous imply that \( N(Q_{b,n}, \lambda, m_n) \sim N(\mathbb{P}, \lambda) \), uniformly w.r.t. the set of bounds, jointly with \( \text{ELR}_{b,n} \), and thereby we obtain that

\[ \text{ELR}_{b,n} \sim \inf_{\lambda \text{ is a bound}} \inf_{v \in \mathbb{R}^+_{\mathbb{Z}}} (C - v)' \mathcal{V}_C^{-1} (C - v) \]

\[ = \inf_{\lambda \text{ is a bound}} \inf_{v \in \mathbb{R}^+_{\mathbb{Z}}} \left( C'\mathcal{V}_C^{-1}C \right) \left( \inf_{v \in C^o} (C - v)' \mathcal{V}_C^{-1} (C - v) \right) \leq \inf_{\lambda \text{ is a bound}} C'\mathcal{V}_C^{-1}C, \]

due to Proposition 3.4.1 of Silvapulle and Sen (2005) (34), where \( C^o \) denotes the polar cone of \( \mathbb{R}^+_{\mathbb{Z}} \). Then the Portmanteau Theorem establishes (5). For the case
5 Fixed critical value Neyman-Pearson optimality

The minimum eigenvalue condition holds whenever the random vector $(u(\lambda'X) - u(\kappa'X))_{CS(P, \lambda)}$ consists of linearly independent random variables. The restriction of the asymptotic behavior of slacks is standard in the literature; see Andrews and Soares (2010) (2) and the relevant references therein.

The test is asymptotically conservative, even in cases where the associated contact sets of the bounds are empty. This is due to the way that the rejection region is constructed. Conservativeness implies potential poor power properties on the boundary of the null hypothesis. Whenever no non-trivial contacts exist conservativeness is maximal. The test is also consistent; the probability of type II error converges to zero for fixed alternatives.

The aforementioned conservativeness and consistency would also hold whenever the test was performed utilizing blocking schemes for which $m^* < m$. The difference in the limit theory would lie in the form of the Gaussian process involved; its covariance kernel would not equal $V_C$ and conservativeness would then be more severe.

5 Fixed critical value Neyman-Pearson optimality

The considerations below follow closely Paragraph 3 of Canay (2010) (12). The notion of the generalized Neyman-Pearson optimality is now considered for the BELR test based on the statistic established in the previous section, yet performed via a decision procedure based on a fixed critical value. Specifically, for some $\eta > 0$, the testing procedure $r_n = 1(ELR_{b,n} > \eta)$, where the null hypothesis is rejected iff $r_n = 1$ is considered. The procedure can then be represented by a measurable (w.r.t. the weak topology) partition of $M_1(U)$, $(P_0,n, P_{0,n}^c)$, where $P_{0,n} := \{ Q \in M_1(U) : \inf_{G \in P_0(Q)} KL(Q||G) \leq \eta \}$, and $P_{0,n}^c := \{ G \in M_1(U) : \xi(G) \geq 0, G \gg Q, Q \gg G \}$; the null hypothesis is rejected iff $F_{b,n} \in P_{0,n}^c$.

The following definition of the null parameter space, in the spirit of Definition 3.1 of Canay (2010) (12) is considered:

Definition 1. For arbitrary $\delta > 0$, the null distributions space $P_{0,\delta}$, is the subset of $M_1(U)$ for which for any element $Q$:

1. $\xi(Q) \geq 0$,
2. $\inf_{\lambda} \{ LV((Q, \lambda, U \times K))_{w \in U, K \in K} \geq \delta$, 

$H_0 \wedge \sum_{\lambda} N(P, \lambda) = 0$, (4) implies that ELR$_{b,n}$ is eventually zero w.h.p., hence (6) follows. Finally, when the null hypothesis does not hold, then the implication of the previous is that ELR$_{b,n}$ diverges to $+\infty$, while the $1 - \alpha$ quantile of $\chi^2_{N(Q_{b,n}, \lambda, m_n)}$ is almost surely bounded; (7) then follows.
\( P_{0, \delta} \) is then a set of null distributions for which—due to the second part of the definition—every bound has non empty sets of non-trivial contacts. This is analogous to Assumption 3.5 of Kitamura et al. (2012) (22). As in Canay (2010) (12) such degeneracies are avoided by conditions on the associated covariance matrices; those here assume the form of restrictions on the set of utilities employed.

The analysis is also complemented by the following compactness assumption:

**Assumption 3.** \( U \) is compact.

This directly implies that \( M_1(U) \) is also compact—see Paragraph 15.3 of Aliprantis and Border (2006) (1). The assumption can be avoided if it is assumed that the maintained hypothesis is a compact w.r.t. the weak topology-subset of \( M_1(U) \).

The following generalized Neyman-Pearson optimality result is then obtained—for the Levy metric \( d_L \) employed there, that metrizes the weak topology on \( M_1(U) \), see for example Appendix D of Dembo and Zeitouni (2009) (15):

**Theorem 3.** Suppose that Assumptions 1, 2 and 3 hold. Then for the BELR statistic defined above we have that there exists some \( \eta(\delta) > 0 \) such that for any \( 0 < \eta \leq \eta(\delta) \):

1. \( \sup_{Q \in P_{0, \delta}} \limsup_{n \to \infty} \frac{1}{[n/m^*]} \mathbb{Q}(F_{b,n} \in P_{0,n}^c) \leq \eta \),

2. for any other test based on \( F_{b,n} \) that induces some measurable partition \((G_{0,n}, C_{0,n}^c)\) on \( M_1(U) \), that satisfies \( \sup_{Q \in P_{0, \delta}} \limsup_{n \to \infty} \frac{1}{[n/m^*]} \mathbb{Q}(F_{b,n} \in G_{0,n}^c) \leq \eta \), with \( C_{0,n}^c := \{ \mu \in M_1(U), \inf_{v \in G^c} d_L(\mu, v) \leq \epsilon \} \), and \( d_L \) denotes the Levy metric, then

\[
\limsup_{n \to \infty} \frac{1}{[n/m^*]} \mathbb{Q}_1(F_{b,n} \in G_{0,n}) \geq \limsup_{n \to \infty} \frac{1}{[n/m^*]} \mathbb{Q}_1(F_{b,n} \in P_{0,n}),
\]

for any \( \mathbb{Q}_1 \in \{ \mathbb{Q} \in M_1(U) : \inf_{P_0} d_L(\mathbb{Q}, \mathbb{P}) \geq \eta/2 \} \), with \( P_0 := \{ \mathbb{P} \in M_1(U) : \xi(\mathbb{P}) \geq 0 \} \).

**Proof.** The result follows as in the proof of Theorem 3.2 of Canay (2000) (12), due to the finiteness of \( \Lambda \). Specifically the only modifications needed require that (in the notation there) relation (A.10) is modified so that it is considered w.r.t. the supremum of the associated parameter \( \theta \)—which is in our case \( \lambda \), relations (A.11)-(A.12) are similarly modified so that they are considered w.r.t. the infimum of \( \theta \), and Theorem 1 is invoked in place of the original Sanov’s Theorem.

The results establish that the BELR test considered in this section, controls uniformly over the occasional null distribution space, the rate at which the probability of type I error vanishes. Furthermore, the rate at which the probability of type II
error vanishes is maximal w.r.t. to any test of similar type I error rate, with a test statistic that depends on $X_n$ only via $F_{b,n}$, w.r.t. to any alternative distribution that is sufficiently far-in the Levy metric sense-from the boundary of the null hypothesis.

The above holds true for the generally infeasible-tests based on the fixed critical values obtained from the $1 - \alpha$ quantile of the latent distribution of $\inf_{x} \text{a bound} \inf_{v \in \mathbb{R}^N} (C - v)^{\prime} V^{-1} (C - v)$ or of $\inf_{x} \text{a bound} C^{\prime} V^{-1} C$, for $C$ the Gaussian process that is present in Theorem 2. The first would also be asymptotically exact.

6 Monte Carlo Experiment

In this section Monte Carlo experiments are designed and performed to evaluate actual finite sample size and power of the proposed Block Empirical Likelihood Ratio (BELR) Bounding test in finite samples. The size and power of the proposed tests is also compared, with the Bounding testing procedure of Arvanitis, Post and Topaloglou (2021) (5). Three financial assets are considered in a time series context. It is assumed that their vector returns’ process behaves like a stationary vector MA(1) process of order one $X_t = A + B \nu_{t-1} + \nu_t$, where $\nu_t \sim N(0, \Sigma)$ and $B$ is set equal to the relevant identity matrix. The process is 2-dependent, hence conformable to the general framework discussed above. The marginal distribution of $X$ is zero mean Gaussian, hence the $A$ vector is set equal to zero, and the covariance matrix $\Sigma$ is set equal to the empirical variance covariance matrix of the actual data of three financial assets, namely the S&P500 Index, the Russel 2000 stock index, and the Barcklays bond Index; it is noted that the latter has the minimal empirical variance. The actual data set used for $\Sigma$ spans the period from January 1990 to December 2020.

6.1 Design

The aforementioned VMA DGP is used to draw realizations of the three asset returns. We generate $R = 500$ original samples with size $n = 200, 500$ and 1000. These samples are then used to evaluate the actual size and power of the Bounding tests. For the BEL Bounding tests, for each original sample we generate blocks (non-overlapping and independent) of two return observations and calculate the average return for each block. These average returns are then used to estimate the size and power of the BEL Bounding test.

Two sets of prospects are considered, namely $\Lambda$, $K$, and $\lambda$, $\kappa$ are portfolios of $\Lambda$ and $K$ respectively.
Moreover, it is assumed that $\mathcal{U}$ is a finitely discretized set of the Russell-Seo utilities—see Russell and Seo (1989) (33), and thus $\mathcal{U}$ is compact as required by Assumption 3. Thus, the utility functions can be expressed as positive linear combinations of elementary utility functions with different kink points, for a finite number of kink points (or thresholds). It is noted that the set of thresholds used does not contain the smallest sample minimum of the portfolios’ returns since that would invalidate Theorem 2.(b). The design thus fully supports the the aforementioned theoretical assumption framework.

For the Arvanitis, Post and Topaloglou (2021) (5) Bounding test, the decision to reject the null of the existence of a stochastic bound, is obtained by via a computationally intense sub-sampling procedure as described in section 4.2 of their paper.

For the BELR Bounding test, for the rejection region the $1 - \alpha$ quantile of a $\chi^2$ distribution is used, with degrees of freedom equal to the cardinality of $\{(u, \lambda, \kappa) : |D(u, \lambda, \kappa, \mathbb{P}_n)| \leq m_n, \text{Var}_{\mathbb{P}_n}(u(\lambda'X_0) - u(\kappa'X_0)) > 0\}$ which as noted before is a consistent estimator of $N(\mathbb{P}, \lambda)$. There the slacks used are set equal to $m_n = \frac{0.1}{m(n)}$, which is also conformable to their theoretically required asymptotic behavior.

### 6.1.1 Size

To evaluate the actual size, we test whether $\Lambda$ contains a stochastic bound of $K$, when both sets $\Lambda$ and $K$ are equal and comprised by all the three assets. In this case a stochastic bound exists, due to the existence of a minimal variance and the assumption of zero means.

### 6.1.2 Power

To evaluate the actual power, we test whether $\Lambda$ contains a stochastic bound of $K$, when the set $\Lambda$ contains the two stock indices which have higher variance than the third bond index, while the set $K$ contains all the three assets. In this case a stochastic bound does not exist, since the set $\Lambda$ contains the two assets with the higher variance.

### 6.2 Computational Issues

The optimization problems of the Arvanitis, Post and Topaloglou (2021) (5) Bounding test, as well as the convex optimization of the BELR test statistic, are solved using the General Algebraic Modeling System (GAMS), which is a high-level modeling
system for mathematical programming and optimization. This language calls special solvers (Gurobi and Conopt) that are specialized in linear and convex programs. The Matlab code (where the simulations run) calls the specific GAMS program, which calls the appropriate solver to solve each optimization. The optimizations are performed on a number of computers (with i7 processors, 16 core, 3.2 GHz Power, 128Gb of RAM). The almost exponential increase in solution time with the increasing number of sample size is noted.

### 6.3 Results

The Monte Carlo results are presented in Table 1. It is observed that both tests perform well with respect to both size and power, a finding conformable to Theorem 2. It is also observe a minor improvement in the power of BEL Bounding test over the Arvanitis, Post and Topaloglou (2021) Bounding test. This is also reminiscent of the spirit of the power properties results in Theorem 3, even though the test performed does not use a fixed and data independent rejection region.

**Tab. 1:** Monte Carlo Experiment. The experiment is based on a problem with N=3 assets that follow an MA(1) process, and n=300, 500, 1000 time series observations. Actual size and power of the Bounding test statistic of Arvanitis, Post and Topaloglou (2021), and the Block Empirical Likelihood (BEL) test statistic.

<table>
<thead>
<tr>
<th>Sample size n</th>
<th>200</th>
<th>500</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Size</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bounding</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hat{RP}_1(5%)$</td>
<td>7.63%</td>
<td>6.54%</td>
<td>4.88%</td>
</tr>
<tr>
<td>BELR Bounding</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hat{RP}_1(5%)$</td>
<td>7.46%</td>
<td>6.62%</td>
<td>4.92%</td>
</tr>
<tr>
<td><strong>Power</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bounding</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hat{RP}_2(5%)$</td>
<td>88.22%</td>
<td>90.76%</td>
<td>93.19%</td>
</tr>
<tr>
<td>BELR Bounding</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hat{RP}_2(5%)$</td>
<td>89.33%</td>
<td>91.75%</td>
<td>94.16%</td>
</tr>
</tbody>
</table>
7 Large deviations confidence regions for bounds

The LDP asymptotics—in the spirit of Arcones (2006) (3)—of the empirical bound maximum BEL estimator is now considered—the latter is naturally:

$$\lambda_n \in \arg \min_{\lambda \in \Lambda} \min_{Q \in M_1(U)} \text{KL}(\mathbb{P}_{b,n} \| Q), \text{ s.t. } \inf_{u \in \mathcal{U}, \kappa \in \mathcal{K}} D(u, \lambda, \kappa) \geq 0.$$ \hspace{1cm} (8)

Suppose that the null hypothesis is true, and the following identification condition holds:

**Assumption 4.** $\lambda_0 := \arg \max_{\lambda \in \Lambda} \inf_{u \in \mathcal{U}, \kappa \in \mathcal{K}} D(u, \lambda, \kappa) \mu)$ is a singleton.

The identification condition is quite strong, yet in enables the invocation of the contraction principle in the Large Deviations Theory. When $\mathcal{U}$ and/or $\mathcal{K}$ are large, whence the existence of bounds becomes less plausible, it may not be very restrictive.

Then, Assumptions 1, 2, 3, 4, the Sanov’s-type Theorem 9, the contraction principle (see for example Lemma 2.1.4 in Deuschel and Stroock (1989) (16)), the lower semi-continuity property of the Kullback-Liebler divergence, the finiteness of $\Lambda$ and $\mathcal{U} \times \mathcal{K}$, Corollary 4.7 of Rio (2017) (31), and Theorem 7.11 of Rockafellar and Wets (2009) (32) and Theorem 3.4 of Molchanov (2006) (28) imply the following LDP:

**Theorem 4.** Under Assumptions 1, 2, 3, 4, and for any $A \subseteq \Lambda - \lambda_0$,

$$\lim_{n \to \infty} \frac{1}{n/m^*} \ln \mathbb{P}(\lambda_n - \lambda_0 \in A) = - \inf_{x \in A} I^*(x),$$ \hspace{1cm} (9)

where $I^*: \Lambda - \lambda_0 \to \mathbb{R}$ is a well defined convex good rate function, defined by:

$$I^*(x) := \inf_{\mu} \left\{ \text{KL}(Q_m, \| \mu) : \arg \inf_{u \in \mathcal{U}, \kappa \in \mathcal{K}} D(u, \lambda, \kappa, \mu) - \lambda_0 = x \right\}.$$

Then using the analysis in Section 4 of Arcones (2006) (3), it is easy to see that, for $\beta \in (0, +\infty)$, the region $C_{\lambda_n}(\beta) := \{ \lambda \in \Lambda : I_*(\lambda_n) < \beta \}$, where $I_*: \Lambda \to \mathbb{R}$ is a well defined convex good rate function, defined by:

$$I_*(x) := \inf_{\mu} \left\{ \text{KL}(Q_m, \| \mu) : \inf_{u \in \mathcal{U}, \kappa \in \mathcal{K}} D(u, \lambda, \kappa, \mu) = \inf_{u \in \mathcal{U}, \kappa \in \mathcal{K}} D(u, x, \kappa, \mu) \right\},$$

is a $\beta$-confidence region for the estimator, in the sense that $\lim \sup_{n \to \infty} \mathbb{P}(\lambda_n \notin C_{\lambda_n}(\beta)) \leq -\beta$. A consistent estimator for the latent region w.r.t. the upper topology
on the space of non-empty subsets of $\Lambda$—see for example Proposition 19.1 and the Appendix A.1 of Arvanitis (2013) (4) is

$$\bar{C}_{\lambda_n}(\beta) := \left\{ \lambda \in \Lambda : \inf_{\mu} \left\{ \text{KL}(F_{b,n}\|\mu) \leq \inf_{u \in U, \kappa \in K} D(u, \lambda, \mu) = \inf_{u \in U, \kappa \in K} D(u, \lambda_n, \kappa, Q_{b,n}) < \beta \right\} \right\}.$$ 

Upper consistency follows from Corollary 4.7 of Rio (2017) (31), Theorem 7.11 of Rockafellar and Wetts (2009) (32), and Theorem 3.4 of Molchanov (2006) (28), as well as from the semi-continuity properties of the Kullback-Liebler divergence—see for example Lemma 1.4.3 of Dupuis and Ellis (1997) (17).

8 Discussion

Several extensions of the results above could be the subject of further research. A very important one is the extension of Theorem 9 to strong mixing processes with appropriate mixing rates. Given the results appearing in Bryc and Dembo (1996) (11), where a faster than geometric strong mixing rate suffices for an LDP property to hold, this extension faces a twofold inquiry: (a.) whether the former rate is sufficient, and (b.) whether standard blocking schemes—like the maximally overlapping one—would imply the identification of the good rate function as an appropriate relative entropy.

The extension of the optimality results presented in Theorem 3 in several instances missed by the present framework could be also of interest. For example the extension of the result regarding the fixed critical value BELR test in cases where the underlying contact sets are potentially infinite—this could be true for tests employing the alternative hypothesis (see Arvanitis and Post (2023) (8)) could be useful.

The extension of the results to notions of optimality that are more relevant to tests that utilize data-dependent rejection regions—see for example the Hodges-Lehmann optimality of Canay and Otsu (2012) (13) is also interest given the complexity of the tests employed in Stochastic Dominance. Specifically, any testing procedure involving a critical value $q_n$, that may be data dependent, is termed Hodges-Lehmann optimal at a distribution, say $P_1$ in the alternative hypothesis, iff (a) the test has asymptotic size $\alpha$ bounded above by $\alpha$ for any distribution in the null hypothesis, and (b) the test has a limiting power at $P_1$ greater than or equal to any other test of asymptotic size $\alpha$.

It is pointed out that a version of the general Theorem 2.1 of Canay and Otsu (2012) (13), that identifies sufficient conditions for Hodges-Lehmann optimality in iid frameworks, is readily extended in our framework of $m$-dependence and blocking. Specifically:
**Theorem 5.** Suppose that Assumptions 1, 2 and 3 hold. If the (a) the null hypothesis is comprised of distributions at which the limiting statistic equals zero, and (b) the test statistic is lower semi-continuous at every distribution in the maintained hypothesis, then the test is Hodges-Lehman optimal at any distribution in the alternative hypothesis that is mutually absolutely continuous with at least one distribution inside the null hypothesis.

*Proof.* The result follows exactly as in the proof of Theorem 2.1 of Canay and Otsu (2012) (13), with a minor modification; Theorem 1 is invoked in place of the original Sanov’s Theorem.

Under the aforementioned assumptions, and if moreover Theorem 2.b holds and \( \sum_{\lambda} \text{is a bound } N(\mathbb{P}, \lambda) \neq 0 \), then the BELR test has asymptotic level \( \alpha \) due to the result in 2.2. Given the lower-semicontinuity properties of the Kullback-Liebler divergence (see again Lemma 2.1.4 in Deuschel and Stroock (1989) (16)), if the null hypothesis is a singleton, then a modification of the proof of Theorem 3.1.(ii) of Canay and Otsu (2012) (13) would imply that the BELR test satisfies Theorem 5, and therefore the particular testing procedure is Hodges-Lehman optimal.

Finally, the consideration of LDP properties for the associated estimators of bounds without strong identification conditions, and/or Fell consistent estimators (see again Proposition 19.1 and the Appendix A.1 of Arvanitis (2013) (4)) for the associated confidence region estimator could be also useful.

**Acknowledgments**

The research project was supported by the Hellenic Foundation for Research and Innovation (H.F.R.I.) under the ”1st Call for H.F.R.I. Research Projects to support Faculty Members & Researchers and the Procurement of High-and the procurement of high-cost research equipment grant” (Project Number: 3468).

**References**


Department of Economics
Athens University of Economics and Business

List of Recent Working Papers

2021

01-21 Historical Cycles of the Economy of Modern Greece From 1821 to the Present, George Alogoskoufis
02-21 Greece Before and After the Euro: Macroeconomics, Politics and the Quest for Reforms, George Alogoskoufis
03-21 Commodity money and the price level, George C. Bitros. Published in: Quarterly Journal of Austrian Economics, 2022
04-21 Destabilizing asymmetries in central banking: With some enlightenment from money in classical Athens, George C. Bitros. Published in: Journal of Economic Asymmetries, 2021
05-21 Exploring the Long-Term Impact of Maximum Markup Deregulation, Athanasios Dimas and Christos Genakos
06-21 A regularization approach for estimation and variable selection in high dimensional regression models, Y. Dendramis, L. Giraitis, G. Kapetanios
07-21 Tax Competition in the Presence of Environmental Spillovers, Fabio Antoniou, Panos Hatzipanayotou, Michael S. Michael, Nikos Tsakiris
08-21 Firm Dynamics by Age and Size Classes and the Choice of Size Measure, Stelios Giannoulakis and Plutarchos Sakellaris
09-21 Measuring the Systemic Importance of Banks, Georgios Moratis, Plutarchos Sakellaris
10-21 Firms’ Financing Dynamics Around Lumpy Capacity Adjustments, Christoph Görtz, Plutarchos Sakellaris, John D. Tsoukalas
11-21 On the provision of excludable public goods General taxes or user prices? George Economides and Apostolis Philippopoulos
12-21 Asymmetries of Financial Openness in an Optimal Growth Model, George Alogoskoufis
13-21 Evaluating the impact of labour market reforms in Greece during 2010-2018 , Georgios Gatopoulos, Alexandros Louka, Ioannis Polycarpou, Nikolaos Vettas
14-21 From the Athenian silver to the bitcoin standard: Private money in a state-enforced free banking model, George C. Bitros
15-21 Ordering Arbitrage Portfolios and Finding Arbitrage Opportunities. Stelios Arvanitis and Thierry Post
16-21 Inconsistency for the Gaussian QMLE in GARCH-type models with infinite variance, Stelios Arvanitis and Alexandros Louka
17-21 Competition and Pass-Through: Evidence from Isolated Markets, Christos Genakos and Mario Pagliero
18-21 Exploring Okun’s Law Asymmetry: An Endogenous Threshold LSTR Approach, Dimitris Christopoulos, Peter McAdam and Elias Tzavalis
19-21 Limit Theory for Martingale Transforms with Heavy-Tailed Multiplicative Noise, Stelios Arvanitis and Alexandros Louka
20-21 Optimal taxation with positional considerations, Ourania Karakosta and Eleftherios Zacharias
21-21 The ECB’s policy, the Recovery Fund and the importance of trust: The case of Greece, Vasiliki Dimakopoulou, George Economides and Apostolis Philippopoulos

2022

01-22 Is Ireland the most intangible intensive economy in Europe? A growth accounting perspective, Ilias Kostarakos, KieranMcQuinn and Petros Varthalitis
02-22 Common bank supervision and profitability convergence in the EU, Ioanna Avgeri, Yiannis Dendrakis and Helen Louri
03-22 Missing Values in Panel Data Unit Root Tests, Yiannis Karavias, Elias Tzavalis and Haotian Zhang
04-22 Ordering Arbitrage Portfolios and Finding Arbitrage Opportunities, Stelios Arvanitis and Thierry Post
05-22 Concentration Inequalities for Kernel Density Estimators under Uniform Mixing, Stelios Arvanitis
06-22 Public Sector Corruption and the Valuation of Systemically Important Banks, Georgios Bertsatsos, Spyros Pagratis, Plutarchos Sakellaris
07-22 Finance or Demand: What drives the Responses of Young and Small Firms to Financial Crises? Stelios Giannoulakis and Plutarchos Sakellaris
08-22 Production function estimation controlling for endogenous productivity disruptions, Plutarchos Sakellaris and Dimitris Zavadas
09-22 A panel bounds testing procedure, Georgios Bertsatsos, Plutarchos Sakellaris, Mike G. Tsionas
10-22 Social policy gone bad educationally: Unintended peer effects from transferred students, Christos Genakos and Eleni Kyrkopoulou
11-22 Inconsistency for the Gaussian QMLE in GARCH-type models with infinite variance, Stelios Arvanitis and Alexandros Louka
12-22 Time to question the wisdom of active monetary policies, George C. Bitros
13-22 Investors’ Behavior in Cryptocurrency Market, Stelios Arvanitis, Nikolas Topaloglou and Georgios Tsomidis
14-22 On the asking price for selling Chelsea FC, Georgios Bertsatsos and Gerassimos Sapountzoglou
15-22 Hysteresis, Financial Frictions and Monetary Policy, Konstantinos Giakas
16-22 Delay in Childbearing and the Evolution of Fertility Rates, Evangelos Dioikitopoulos and Dimitrios Varvarigos
17-22 Human capital threshold effects in economic development: A panel data approach with endogenous threshold, Dimitris Christopoulos, Dimitris Smyrnakis and Elias Tzavalis
18-22 Distributional aspects of rent seeking activities in a Real Business Cycle model, Tryfonas Christou, Apostolis Philippopoulos and Vanghelis Vassilatos

2023

01-23 Real interest rate and monetary policy in the post Bretton Woods United States, George C. Bitros and Mara Vidali
| 02-23 | Debt targets and fiscal consolidation in a two-country HANK model: the case of Euro Area, Xiaoshan Chen, Spyridon Lazarakis and Petros Varthalitis |
| 03-23 | Central bank digital currencies: Foundational issues and prospects looking forward, George C. Bitros and Anastasios G. Malliaris |
| 04-23 | The State and the Economy of Modern Greece. Key Drivers from 1821 to the Present, George Alogoskoufis |
| 05-23 | Sparse spanning portfolios and under-diversification with second-order stochastic dominance, Stelios Arvanitis, Olivier Scaillet, Nikolas Topaloglou |
| 06-23 | What makes for survival? Key characteristics of Greek incubated early-stage startup(per)s during the Crisis: a multivariate and machine learning approach, Ioannis Besis, Ioanna Sapfo Pepelasis and Spiros Paraskevas |
| 07-23 | The Twin Deficits, Monetary Instability and Debt Crises in the History of Modern Greece, George Alogoskoufis |
| 08-23 | Dealing with endogenous regressors using copulas; on the problem of near multicollinearity, Dimitris Christopoulos, Dimitris Smyrnakis and Elias Tzavalis |
| 09-23 | A machine learning approach to construct quarterly data on intangible investment for Eurozone, Angelos Alexopoulos and Petros Varthalitis |
| 10-23 | Asymmetries in Post-War Monetary Arrangements in Europe: From Bretton Woods to the Euro Area, George Alogoskoufis, Konstantinos Gravas and Laurent Jacque |
| 11-23 | Unanticipated Inflation, Unemployment Persistence and the New Keynesian Phillips Curve, George Alogoskoufis and Stelios Giannoulakis |
| 12-23 | Threshold Endogeneity in Threshold VARs: An Application to Monetary State Dependence, Dimitris Christopoulos, Peter McAdam and Elias Tzavalis |
| 13-23 | A DSGE Model for the European Unemployment Persistence, Konstantinos Giakas |
| 14-23 | Binary public decisions with a status quo: undominated mechanisms without coercion, Efthymios Athanasiou and Giacomo Valletta |
| 15-23 | Does Agents’ learning explain deviations in the Euro Area between the Core and the Periphery? George Economides, Konstantinos Mavrikiannakis and Vanghelis Vasilatos |
| 16-23 | Mild Exploticity, Persistent Homology and Cryptocurrencies’ Bubbles: An Empirical Exercise, Stelios Arvanitis and Michalis Detsis |
| 17-23 | A network and machine learning approach to detect Value Added Tax fraud, Angelos Alexopoulos, Petros Dellaportas, Stanley Gyshev, Christos Kotsogiannis, Sofia C. Olhede, Trifon Pavkov |
| 18-23 | Time Varying Three Pass Regression Filter, Yiannis Dendramis, George Kapetanios, Massimiliano Marcellino |
| 19-23 | From debt arithmetic to fiscal sustainability and fiscal rules: Taking stock, George Economides, Natasha Miouli and Apostolis Philippopoulos |
| 20-23 | Stochastic Arbitrage Opportunities: Set Estimation and Statistical Testing, Stelios Arvanitis and Thierry Post |
| 21-23 | Behavioral Personae, Stochastic Dominance, and the Cryptocurrency Market, Stelios Arvanitis, Nikolas Topaloglou, and Georgios Tsomidis |
Department of Economics
Athens University of Economics and Business

The Department is the oldest Department of Economics in Greece with a pioneering role in organising postgraduate studies in Economics since 1978. Its priority has always been to bring together highly qualified academics and top quality students. Faculty members specialize in a wide range of topics in economics, with teaching and research experience in world-class universities and publications in top academic journals.

The Department constantly strives to maintain its high level of research and teaching standards. It covers a wide range of economic studies in micro-and macroeconomic analysis, banking and finance, public and monetary economics, international and rural economics, labour economics, industrial organization and strategy, economics of the environment and natural resources, economic history and relevant quantitative tools of mathematics, statistics and econometrics.

Its undergraduate program attracts high quality students who, after successful completion of their studies, have excellent prospects for employment in the private and public sector, including areas such as business, banking, finance and advisory services. Also, graduates of the program have solid foundations in economics and related tools and are regularly admitted to top graduate programs internationally. Three specializations are offered: 1. Economic Theory and Policy, 2. Business Economics and Finance and 3. International and European Economics. The postgraduate programs of the Department (M.Sc and Ph.D) are highly regarded and attract a large number of quality candidates every year.

For more information: