
Valid Locally Uniform Edgeworth Expansions
Under Weak Dependence and Sequences of

Smooth Transformations
(Full Text pdf)

Stelios Arvanitis and Antonis Demos
Athens University of Economics and Business

March 2012

Extended Abstract

1 Introduction
This paper is concerned with issue of the approximation of the distribu-
tions of a sequence of random vectors by sequences of Edgeworth measures
uniformly with respect to a compact valued Euclidean parameter (locally
uniform Edgeworth expansion). Our motivation resides on the fact that this
could enable subsequent uniform approximations of analogous moments and
their derivatives with respect to the aforementioned parameter. This in turn
can facilitate the extraction of higher order asymptotic properties of estima-
tors that are defined by the use of such moments. A prominent example
is the indirect estimator defined by Gourieroux et al. [6] as a minimizer of
a criterion involving the expectation of an auxiliary estimator. Analogous
expansions have been studied by Bhattacharya and Ghosh [2] (see Theorem
3) in the iid case and Durbin [3] more generally.
We provide suffi cient conditions for the existence of such an approxima-

tion in two cases. The first concerns the one where the random vectors are of
the form of

√
n times an arithmetic mean, the elements of which are members

of a (possibly vector valued) stochastic process exhibiting weak dependence,
in the spirit of Gotze and Hipp [5]. There, the authors validate the pointwise
(w.r.t. the parameter) formal Edgeworth expansions. We essentially follow
their line of reasoning, and by strengthening their conditions we establish
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the result ensuring that the relevant remainders are independent of the pa-
rameter. In the second case we assume that a locally uniform Edgeworth
expansion is valid, and given a sequence of polynomial transformations for
the random vector at hand, we provide suffi cient conditions for an analogous
expansion to exist for the transformed random vector. In this case our line
of reasoning is close to the one in Skovgaard [8], but compared to this paper
we utilize additional conditions concerning the dependence of the transfor-
mations on the parameter. Obviously the two cases can be combined for the
establishment of valid locally uniform Edgeworth expansions in composite
backgrounds.

2 First Case: Weak Dependence and Standardized Arith-
metic Means

We denote with Θ a compact subset of Rp (w.r.t. the usual topology). The
following assumption defines the form of the eligible stochastic processes for
the results that follow.

Assumption A.1 Let (εj)j∈N be a sequence of iid random variables and
g : RN ×Θ→ Rk suffi ciently smooth

Xj = g (εj−i : i ∈ Z, θ) , j ∈ Z. (1)

For Sn (θ) = 1√
n

∑n
i=1 (Xi (θ)− EX0 (θ)), and r = 0, . . . , s let χr,n (t) be

the cumulants of tTSn of order r, i.e.

χr,n (t) =
dr

dxr
logE exp

(
ixtTSn

)∣∣∣∣
x=0

Obviously χr,n depend on θ. Let Ψn,s (t) be the formal Edgeworth measure
of Sn of order s − 2, s ≥ 3, defined by its characteristic function Ψ̂n,s (t) =

exp
(
χ2,s

)
+

s−2∑
r=1

n−r/2P̃r,n (t), where the functions P̃r,n (t), r = 1, 2, ... satisfy

the formal identity

exp

(
χ2,n +

∞∑
r=3

1

r!
τ r−2n(r−2)/2χr,n (t)

)
= exp

(
χ2,s

)
+
∞∑
r=1

τ rP̃r,n (t)

and Bc the collection of convex Borel set of Rk.

2



Question Given A.1, under what conditions

sup
θ∈Θ

sup
A∈Bc
|P (Sn (θ) ∈ A)−Ψn,s (θ) (A)| = o

(
n
s−2
2

)
(2)

The next assumption provides suffi cient conditions so that the previous ques-
tion is well-posed and has an affi rmative answer. It essentially corresponds
to a uniform extension of the analogous conditions (2)-(4) in Gotze and Hipp
[5]. The proof of suffi ciency follows naturally the line of proof of Theorem
1.1 of Gotze and Hipp [5], by establishing that due to assumption A.2 the
terms appearing in the relevant bounds are independent of θ.

Assumption A.2 Let the following conditions hold:
-M (Existence of Moments)

sup
θ∈Θ

E ‖X1‖s+1 ≤ βs+1

-WD (Weak Dependence) There exist constants K < ∞ and α > 0 inde-
pendent of θ such that for m ≥ 1,

E ‖g (εj : j ≥ 0, θ)− g (ε0, . . . , εm, 0, . . . , θ)‖ ≤ K exp (−αm)

-EL There exist K <∞, and α > 0, not depending on θ, such that,

sup
θ∈Θ

∞∑
j=0

E

(∥∥∥∥ ∂

∂ε0

Xj

∥∥∥∥) <
2K

1− exp (−α)

-CPD (Almost sure continuity of partial derivatives) For j ∈ Z there
exists Gj ⊂ R, P (Gj) = 1 independent of θ, such that for all x0 ∈ Gj , η,
δ > 0 there exists τ > 0 independent of θ satisfying

P

{
y ∈ RZ : ∀x ∈ R, |x− x0| < τ, ∂

∂ε0
Xj exists at the point (y, x)j and

supθ∈Θ

∣∣∣ ∂∂ε0Xj

(
(y, x)j , θ

)
− ∂

∂ε0
Xj

(
(y, x0)j , θ

)∣∣∣ ≤ δ

}
≥ 1−η

-NDD (Nondegenerate derivatives on a set of positive probability)
For some distinct l1, ...lk ≥ 0 independent of θ,

inf
θ∈Θ

det

( ∞∑
j=0

∂

∂εlν
Xj : ν = 1, ..., k

)
6= 0

-DENS (Absolute Continuity) ε0 admits a positive continuous density.
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Assumptions A.2.EL-DENS imply that for any θ densities exist for large
enough n, thereby enable bounding integrals of a large class of real functions
(including the indicators of convex Borel sets) with respect to differences
between the associated densities, by integrals of the difference of derivatives
(of suffi ciently high order) of the Fourier transforms of the densities. The
bound depends on the functions only through constants which are equal to 1
when these are indicators, hence it is uniform with respect to indicators. The
latter integral is then uniformly over Θ bounded by analogous differences
between derivatives of characteristic functions of Sn (θ) and an analogous
sum (say S ′n (θ)) comprised by appropriately truncating the Xi plus the one
between derivatives of characteristic functions of S ′n (θ) and the ones of the
formal Egdeworth ,easure. Then, assumptions A.2.M-WD imply that the
last two integrals are of the appropriate order uniformly over Θ.

Theorem 2.1 If assumptions A.1 and A.2 are valid then 2 holds.

3 Second Case: Polynomial Transformations
We then suppose that (Sn (θ))n∈N is a sequence of random elements not neces-
sarily of the form described immediately after assumption A.1. Furthermore
the distribution of Sn (θ) admits a locally uniform Edgeworth expansion of or-
der s−2 with Ψn,s (θ) an Edgeworth distribution (not necessarily the formal
one).1

Question Let fn : Rq → Rp. Find suffi cient conditions for the validity of

sup
θ∈Θ

sup
A∈B∗c

∣∣P (fn (Sn (θ)) ∈ A)−Ψ∗n,s (θ) (A)
∣∣ = o

(
n−

s−2
2

)
(3)

where Ψ∗n,s (θ) is an Edgeworth distribution of order s− 2 (s ≥ 3) on Rp.

The following assumption restricts the examined fn to polynomial func-
tions with coeffi cients that could depend on θ.

Assumption A.3 Let the following conditions hold:

-POL fn (x, θ) =
∑s−2

i=0

Ain (θ)(xi+1)
ni/2

where Ain : Θ × Rqi+1 → Rp is (i+ 1)-

linear ∀θ ∈ Θ, xi =

x, ..., x︸ ︷︷ ︸
i−times

, A0n (θ) = A0 (θ), rankA0 (θ) = p ∀θ ∈ Θ,

1For the definition of the general form of an Edgeworth distribution see equations (3.7)
and (3.8) of Magdalinos [7].
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Ain equicontinuous on Θ, ∀xi+1.
-EEQ The ith polynomial, say, πi (z, θ) of Ψn,s (θ) is equicontinuous on Θ
∀z ∈ Rq, for i = 1, . . . , s− 2, and if Σ (θ) denotes the variance matrix in the
density of Ψn,s (θ) then it is continuous on Θ and positive definite.

The following theorem provides the answer to the previous question.

Theorem 3.1 Under assumption A.3 there exists an Edgeworth distribution
Ψ∗n,s (θ) for which equation 3 is valid, with polynomials that satisfy A.3.EEQ.
Furthermore, if K is a m-linear real function on Rp then

sup
θ∈Θ

∣∣∣∣∫
Rp
K (xm) dΨ∗n,s (θ)−

∫
Rq
K ((fn (x))m) dΨn,s (θ)

∣∣∣∣ = o
(
n
s−2
2

)
The proof is given by the inductive establishment of an approximate "in-

verse" to fn for any n, the use of the assumed Edgeworth expansion and
appropriate transformations of integrals w.r.t. the latter measures. This
theorem enables the establishment for analogous expansions for random el-
ements that satisfy polynomial equations with immediate applications to
M-estimators that satisfy suffi ciently "smooth" foc′s with suffi ciently high
probability. The next result clarifies this.

Theorem 3.2 Suppose that:
-POLFOC Mn (θ) satisfies 0p×1 =

∑s−2
i=0

1
ni/2

∑i+1
j=0 Cijn (θ)

(
Mn (θ)j , Sn (θ)i+1−j

)
+

Rn (θ) with probability 1 − o
(
n−

s−2
2

)
independent of θ where Cijn : Θ ×

Rqi+1 → Rp is (i+ 1)-linear ∀θ ∈ Θ, C00n (θ) , C01n (θ) are independent of n
and have rank p ∀θ ∈ Θ, Cijn are equicontinuous on Θ, ∀xi+1,
-LUE Sn (θ) admits a locally uniform Edgeworth expansion that satisfies as-
sumption A.3.EEQ,
-UAT supθ∈Θ P

(
‖Mn (θ)‖ > C ln1/2 n

)
= o

(
n−

s−2
2

)
for some C > 0 inde-

pendent of θ,
-USR supθ∈Θ P (‖Rn (θ)‖ > γn) = o

(
n−

s−2
2

)
for some real sequence γn =

o
(
n−

s−2
2

)
independent of θ.

Then Mn (θ) admits a locally uniform Edgeworth expansion that satisfies as-
sumption A.3.EEQ.

Its proof is given via the use of theorem 3.1 via the establishment of an
approximate (uniformly over Θ) equality of Sn and fn (Mn) for an inductively
constructed fn that satisfies the assumptions of theorem 3.1.
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We then construct an example involving stationary GARCH processes
and use the previous results in order to validate locally uniform Edgeworth
expansions for various GMM-type and Indirect estimators in this context.
Notice that in the scope of similar examples involving strictly stationary
processes smoothness for the coeffi cients of the polynomials of the resulting
Edgeworth measures can be established via analogous smoothness conditions
for Cijn (θ) and the moments of Sn (θ) due to remark (2.12) of Gotze and
Hipp [4]. This along with an appeal to dominated convergence implies that
the moment approximations of the aforementioned estimators emerging from
these expansions are also smooth.

4 Further Research
A question for future research concerns the issue of establishing Edgeworth
type expansions (see Magdalinos [7]) when θ lies in the boundary of the
parameter space.
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