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ΠΕΡΙΛΗΨΗ  

 

In many statistical applications, such as mixture models and clustering, there 

is a natural allocation of the statistical units into a given number of groups. In order to 

summarize the groups’ structure, one can try to detect those pivotal units that should 

be representative of the groups they belong to. This R package implements some of 

these procedures, which turned out to be well suited for dealing with Bayesian 

mixture models estimation (Egidi et al., 2018a) and k-means clustering (Egidi et al., 

2018b).  

Label switching is a well-known and fundamental problem in Bayesian 

estimation of mixtures, occurring when the likelihood and posterior distribution are 

invariant to permutations of the parameters. Due to this property, the Markov Chain 

Monte Carlo (MCMC) samples simulated from the posterior distribution result to be 

non-identifiable. The package provides a pivotal procedure for relabelling the MCMC 

chains and retrieving good posterior estimates. 

K-means algorithm is one of the most popular procedures in data clustering. 

Despite its large use, one major criticism is the impact of the initial seeding on the 

final solution. Some pivotal methods proposed in this package result to be beneficial 

for initializing the centers of the classical k-means in order to obtain a better 

clustering solution.  

All the methods will be illustrated using both real and simulated data and 

graphical tools will be adopted for assessing the quality of the solutions. The package 

is freely available at www.github.com/leoegidi/pivmet. 

http://www.github.com/leoegidi/pivmet
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ABSTRACT 

 

In many statistical applications, such as mixture models and clustering, there 

is a natural allocation of the statistical units into a given number of groups. In order to 

summarize the groups’ structure, one can try to detect those pivotal units that should 

be representative of the groups they belong to. This R package implements some of 

these procedures, which turned out to be well suited for dealing with Bayesian 

mixture models estimation (Egidi et al., 2018a) and k-means clustering (Egidi et al., 

2018b).  

Label switching is a well-known and fundamental problem in Bayesian 

estimation of mixtures, occurring when the likelihood and posterior distribution are 

invariant to permutations of the parameters. Due to this property, the Markov Chain 

Monte Carlo (MCMC) samples simulated from the posterior distribution result to be 

non-identifiable. The package provides a pivotal procedure for relabelling the MCMC 

chains and retrieving good posterior estimates. 

K-means algorithm is one of the most popular procedures in data clustering. 

Despite its large use, one major criticism is the impact of the initial seeding on the 

final solution. Some pivotal methods proposed in this package result to be beneficial 

for initializing the centers of the classical k-means in order to obtain a better 

clustering solution.  

All the methods will be illustrated using both real and simulated data and 

graphical tools will be adopted for assessing the quality of the solutions. The package 

is freely available at www.github.com/leoegidi/pivmet. 

 

http://www.github.com/leoegidi/pivmet

